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EXECUTIVE SUMMARY
CONTEXT
7KH�SHUSHWUDWRU�RI�WKH����0DUFK������&KULVWFKXUFK�WHUURU�DWWDFN�ȴOPHG�DQG�ȊOLYH�VWUHDPHGȋ�
�EURDGFDVW� YLD� WKH� LQWHUQHW�� KLV� DWWDFN�� 6XEVHTXHQW� YLGHRV�ZHUH� FRSLHG��PRGLȴHG�� DQG�
ZLGHO\�GLVVHPLQDWHG�RQOLQH��7KH�YLGHRV�VLJQLȴFDQWO\� LQFUHDVHG�WKH�VFDOH�RI�WKH�WHUURULVW�
H΍HFW��

6LJQLȴFDQW�ZRUN�KDV� WDNHQ�SODFH�ZLWK� WKH�DLP�RI�SUHYHQWLQJ� WKH�VSUHDG�RI� WKLV� NLQG�RI�
violent objectionable content online in connection with a real world terror attack. In this 
investigation, our focus was on the online components related to the terror attack, not 
the terror attack itself. We refer to the kind of widespread dissemination of objectionable 
content such as that which related to the terror attacks of 15 March 2019 as an objection-
able content crisis (OCC)�

This report deals with two inter-related but distinct topics, which we address in two parts:

1) Part 1: in light of the terror attacks in Christchurch of 15 March 2019, are the chang-
HV�PDGH�E\�)DFHERRN��*RRJOH�<RX7XEH��$OSKDEHW���DQG�7ZLWWHU�VXɝFLHQW�WR�SUHYHQW�
or mitigate the risk of similar objectionable content being created, accessed, and 
shared at similar scale? Part 1 has been carefully scoped to narrow our investigation 
and these scoping decision are explained in an appendix.

2) Part 2: Nation States are increasingly proposing that the activities of digital platform 
companies such as Facebook, Twitter and Alphabet should be regulated. Some of 
this is a direct response to the 15 March terror attack. What is the broad direction of 
regulatory travel, what are some pros and cons of the various proposals, and what 
does good regulation look like? 

Part 1 primarily relates to the changes implemented in response to the online prolifer-
ation of audiovisual content that formed part of the 15 March terror attack. It also con-
siders the platforms’ relationships with users and other platforms. Part 2 considers  how 
nation states are using the law to regulate the way that platforms interact with their users.

PART 1: PLATFORM CHANGES 
In Part 1, we conclude that the platforms have adopted a range of collaborative measures 
ZKLFK�DUH�OLNHO\�WR�EH�YHU\�H΍HFWLYH�DW�PLWLJDWLQJ�RU�SUHYHQWLQJ�IXWXUH�REMHFWLRQDEOH�FRQ-
tent crises (OCC) of the kind that occurred on 15 March 2019.  However, these measures 
are unlikely to entirely prevent  all future OCCs. 

$OO�WKH�PHDVXUHV�LQWURGXFHG�KDYH�WUDGH�R΍V�DQG�OLPLWDWLRQV��ΖW�ZLOO�EH�D�PDWWHU�RI�RQJRLQJ�
UHȴQHPHQW�DV�WR�KRZ�WKHVH�DUH�WR�EH�EDODQFHG�DJDLQVW�H΍RUWV�WR�LPSURYH�WKH�HɝFDF\�RI�
future OCC responses. The best way of ensuring that this balancing process supports the 
public interest will be to invite independent scrutiny and assessment of how the mea-
sures are being implemented. By way of summary and conclusion we note:

• Multi-platform collaborative measures play the greatest role in enabling platforms 
to rapidly classify and intervene in new objectionable content during an OCC. Con-
versely, platform collaboration presents risks to human rights and requires mea-
sures to enhance auditability and transparency of such collaborations. 
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• 7KH�PRVW�H΍HFWLYH�PHDVXUHV�RI�OLPLWLQJ�DQ�2&&�DUH��WKH�*OREDO�ΖQWHUQHW�)RUXP�WR�
Counter Terrorism (GIFCT) Content Incident Protocol (CIP) and the use of the GIFCT 
shared hash database. The greatest limitations of the CIP and the shared hash da-
tabase are the ways that they use automation to remove content rapidly, creating 
ULVNV�RI�XQMXVWLȴDEOH�DQG�LQVFUXWDEOH�FRQWHQW�UHPRYDOV��)XUWKHU��WKHUH�LV�D�ULVN�WKDW�
WKHVH�PHFKDQLVPV�FRXOG�EH�DEXVHG�E\�WKH�SODWIRUPV�RU�E\�WKH�LQȵXHQFH�RI�QDWLRQ�
states. While transparency measures are an important safeguard, transparency is 
GLɝFXOW� WR� DFKLHYH� WKHVH� V\VWHPV�PXVW�PDLQWDLQ� VRPH� VHFUHF\� LQ�RUGHU� WR� DYRLG�
gaming or abuse by perpetrators. 

• In situations where a crisis falls short of the activation requirements for a CIP, the 
two crisis response protocols developed by GIFCT and tested through tabletop ex-
HUFLVHV�ZLWK�JRYHUQPHQW�DQG�FLYLO�VRFLHW\�ZLOO�SOD\�DQ�LPSRUWDQW�UROH��ΖW�LV�GLɝFXOW�WR�
DVVHVV�WKH�H΍HFWLYHQHVV�RI�WKHVH�UHVSRQVH�SURWRFROV�IURP�DQ�H[WHUQDO�SHUVSHFWLYH��

• Platforms must remain focused on enhancing the speed with which they can reli-
ably detect and classify content.1 For this reason, ongoing improvements in content 
moderation systems are an essential prerequisite for responding to an OCC. Impor-
tantly, the speed with which these systems can classify content should not come 
at excessive cost to the accuracy and reliability of these systems. Investors could 
support the improvement of content moderation systems by advocating for mea-
sures which enhance transparency and support the development of shared bodies 
of expertise in how content moderation is conducted at scale. 

We are not persuaded that any changes by the platforms to decrease the accessibility of 
OLYHVWUHDPLQJ�VHUYLFHV�ZLOO�KDYH�D�VLJQLȴFDQW�LPSDFW�LQ�OLPLWLQJ�IXWXUH�2&&V��:H�DOVR�QRWH�
WKDW�WKH�WUDGH�R΍V�RI�OLPLWLQJ�SXEOLF�DFFHVV�WR�WKLV�WHFKQRORJ\�DUH�VLJQLȴFDQW�

The platforms are all constantly engaged in a range of improvements to their content 
moderation systems and procedures. These improvements are fundamental not just to 
the platforms’ ability to respond to crises, but also to their basic viability as platform busi-
nesses for receiving and delivering user-generated content. It is impossible to accurately 
catalogue and assess each of these across the three companies from an external per-
spective. This is one reason why we endorse regulatory approaches which standardise 
and formalise transparency and auditing metrics around platform content moderation. 
This would produce reporting data that can support external analyses of the kind we have 
undertaken here. 

While the platforms have made a range of changes to respond to the 15 March terror 
attack OCC and similar events, we observed frequent calls for platforms to be more trans-
parent about the methods they have adopted. In particular, there were frequent calls to 
enhance independent researcher and auditor access to key institutions and datasets, in-
cluding the platforms themselves and the GIFCT. We note that in July 2021, GIFCT released 
a human rights impact assessment of itself as well as announcing a range of new initia-
tives. We have not examined these in detail, but they appear to provide a useful platform 
for future improvements.

��Ʉ�We use “classify” in the sense adopted by Gorwa et al as being related to assigning content into particular 
categories for moderation purposes. See Gorwa R, Binns R and Katzenbach C, ‘Algorithmic Content Modera-
tion: Technical and Political Challenges in the Automation of Platform Governance’ (2020) 7 Big Data & Society 
2053951719897945.
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PART 2: REGULATORY TRAJECTORY
In Part 2, we identify the current trajectory  of regulatory controls on online content mod-
eration  — that is, the aggregate direction of current and emerging content moderation 
UHJXODWLRQ� �VSHFLȴFDOO\� OHJLVODWLRQ���:H�DOVR�FDUU\�RXW�DQ�DQDO\VLV�RI� WKLV� WUDMHFWRU\��2XU�
conclusion is that the strongest case for regulation requires transparency and auditability 
RI�FRQWHQW�PRGHUDWLRQ�V\VWHPV��:H�FDQQRW�HQGRUVH�FRQWHQW�VSHFLȴF�VWDQGDUGV�LQ�UHJXOD-
tion, unless these are linked to content which is already illegal (for example, child sexual 
abuse material or an incitement to violence). We also urge caution about heavy handed 
or punitive approaches imposed on platforms that incentivise content moderation prac-
WLFHV�WKDW�DUH�LQFRQVLVWHQW�ZLWK�KXPDQ�ULJKWV��XQMXVWLȴDEO\�UHO\�RQ�DXWRPDWLRQ��RU�IDLO�WR�
consider perverse incentives.

7KH�WUDMHFWRU\�ZH�LGHQWLȴHG�IRU�WKH�GHYHORSPHQW�RI�RQOLQH�FRQWHQW�PRGHUDWLRQ�UHJXODWLRQ�
is:

States are increasingly looking to regulate social media content

1. The activity of the platforms is beginning to touch upon the interests of nation 
VWDWHV��ΖW�LV�DOVR�EHJLQQLQJ�WR�D΍HFW�WKH�ULJKWV�DQG�LQWHUHVWV�RI�FLWL]HQV�ZLWKLQ�WKRVH�
states’ sovereign jurisdictions. These states therefore have a legitimate interest in 
UHJXODWLQJ�WKH�SODWIRUPV��LQVRIDU�DV��DOO�VWDWHV�FDQ�MXVWLȴDEO\�OLPLW�VRPH�KXPDQ�ULJKWV�
and interests in order to protect other human rights and interests. A core constraint 
here is that states may only limit human rights in a manner that itself complies with 
human rights norms and principles. We expand upon this below.

2. The predominant trend in regulation is toward the use of legislation (ie use of law) 
WR� FRQWURO�KRZ� WKH�SODWIRUPV�PRGHUDWH� FRQWHQW�� ΖW� LV�GLɝFXOW� WR�H[WULFDWH� UHJXOD-
WLRQ� WKDW�D΍HFWV�FRQWHQW�PRGHUDWLRQ� IURP�RWKHU�DUHDV�RI� ODZ�DQG�SROLF\��VXFK�DV�
antitrust, privacy, the use of AI systems, “honest advertising”, election interference, 
misinformation, and other areas. 

Human rights create the appropriate framework for saying what “good” and “bad” 
looks like in this emerging area

3. Content moderation is an emerging area. As such, there are few established assess-
ment standards. While the human right to freedom of expression is an old topic, the 
introduction of digital platforms raises many new issues. As a result, consensus is 
still emerging on two points: 

a. How should the platforms be moderating particular kinds of content, partic-
ularly in a global context? This question has a procedural element as well as 
D�VXEVWDQWLYH�HOHPHQW��6SHFLȴFDOO\�� LW� DVNV�ZKDW�NLQGV�RI� FRQWHQW� VKRXOG�EH�
impermissible, but it also asks what procedures should be followed by plat-
IRUPV�DQG�E\�VWDWHV�LQ�PRGHUDWLQJ�WKDW�FRQWHQW��7KLV�PDNHV�UHJXODWLQJ�GLɝFXOW�
EHFDXVH�LW�LV�GLɝFXOW�WR�FOHDUO\�DQG�VSHFLȴFDOO\�LGHQWLI\�DQG�WKHQ�VD\��ZKDW�ZH�
want platforms to do and how they must do it.

b. :KDW�LV�WKH�SURSHU�UROH�RI�JRYHUQPHQW�ZKHQ�LW�FRPHV�WR�XVLQJ�ODZ�WR�LQȵXHQFH�
how the platforms moderate content produced by users? Many proposed laws 
set a role for governments in directing the platforms to moderate content in a 
particular way. Because the appropriate role of a government in this situation 
LV�QRW�FOHDU��LW�LV�GLɝFXOW�WR�VD\�ZKHWKHU�WKHVH�SURSRVHG�ODZV�DOORFDWH�DSSURSUL-
ate rights and responsibilities to platforms, states and users.
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4. Our research indicates that  there is widespread support from across the spectrum 
of stakeholder groups for turning to human rights instruments, principles and juris-
prudence to generate greater consensus on the questions we outline above. The 
UN Declaration of Human Rights (and various associated instruments) outlines a 
universal set of standards which are intended to manage the relationships between 
the rights of individuals and states (and increasingly, commercial entities). Human 
rights instruments set out a widely agreed statement about what can and should be 
done by States when it comes to balancing the rights of individuals, including both 
users of platforms and the platforms themselves. There should be ready agreement 
WKDW�UHJXODWLRQ�ZKLFK�XQGHUPLQHV�KXPDQ�ULJKWV�ZLWKRXW�MXVWLȴFDWLRQ�LV�XQGHVLUDEOH��
Equally, regulation which requires the companies themselves to undermine human 
rights is also undesirable.

+XPDQ�ULJKWV�FDQ�EH�MXVWLȴDEO\�OLPLWHG�DQG�EDODQFHG��EXW�RQO\�DFFRUGLQJ�WR�KXPDQ�
rights principles

5. +XPDQ�ULJKWV�MXULVSUXGHQFH�VHWV�RXW�ZD\V�IRU�VWDWHV�WR�MXVWLȴDEO\�OLPLW�KXPDQ�ULJKWV�
in order to protect other interests. In summary, to limit the human rights of individ-
uals using law, states must comply with the principles of legality, legitimacy, necessity 
and proportionality.

6. Much of the enacted and prospective regulation has the potential to limit a range of 
KXPDQ�ULJKWV��)RU�WKLV�WR�EH�MXVWLȴDEOH��WKH�UHJXODWLRQ�PXVW�EH�LQ�DFFRUGDQFH�ZLWK�
human rights principles in the following ways:

a. Pursuant to the principles of necessity, proportionality and legitimacy, there 
must be a demonstrable connection between a proposed regulatory inter-
vention and an adverse outcome to a legitimate interest protected by human 
rights instruments. These adverse outcomes should be real (not hypothetical) 
DQG�VLJQLȴFDQW�HQRXJK� WR�RXWZHLJK� WKH�KDUPV�FDXVHG�E\� OLPLWLQJ�D�KXPDQ�
right. This means that states must be able to: persuasively show that the thing 
they are seeking to limit is causing a real adverse outcome; of the kind the 
state can legitimately protect against under human rights law; that state in-
tervention is necessary to avoid the adverse outcome; that state intervention 
will in fact mitigate or avoid the adverse outcome; and that there are no less 
LQYDVLYH�PHWKRGV�DYDLODEOH�WR�DFKLHYH�WKH�VDPH�H΍HFW��7R�SXW�LW�EOXQWO\��6WDWHV�
have to show that particular content is truly  undermining peoples’ human 
rights - it is not enough to point to a vague connection between content and 
an alleged or hypothetical harm. For some types of content this will be easy, 
but for others, it will not.

b. 3XUVXDQW�WR�WKH�SULQFLSOH�RI�OHJDOLW\��LW�LV�H[WUHPHO\�GLɝFXOW�WR�DUWLFXODWH�FOHDU�
and reasonably unambiguous categories of content. This means that, even 
if States have a clear idea of the kind of content they are targeting, it will be 
GLɝFXOW�WR�XVH�ODQJXDJH�WR�DUWLFXODWH�WKDW�FDWHJRU\�LQ�D�SUHGLFWDEOH�ZD\��)XU-
thermore, even in a best case scenario, the assessment of whether content 
falls into a category will involve complex matters of fact and law that must 
be resolved on a case-by-case basis, require time and resourcing by the plat-
IRUPV�WR�DSSO\�FRUUHFWO\��DQG�VWLOO�SUHVHQWV�VLJQLȴFDQW�ULVN�RI�HUURU��(YHQ�ZKHUH�
these categories can be applied correctly, the principle of legality still requires 
procedural rights of review and appeal to legal bodies. As such, the potential 
volume of legal cases generated by compliance with a regulatory regime may 
be enormous.
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7. In some cases, a human rights approach means that states should not intervene 
to prevent harm. In other words, a person might harm another person (e.g. by an 
action or utterance), but preventing this would be a breach of human rights by the 
state. This proceeds from the starting point that the general ability to act, speak, and 
think is essential to human dignity, and therefore protected by human rights instru-
ments except in narrow circumstances. A human rights approach is concerned with 
the appropriate balancing of various adverse outcomes, not the total avoidance of 
harm. If states wish to justify regulatory interventions, then the best thing they can 
do is to support empirical work exploring the connection between particular types 
of content and real adverse outcomes. This is necessary to perform the balancing 
exercise which is core to human rights approaches.

8. Some of the regulatory proposals we examined would require the platforms to sys-
tematically breach the human rights of their users, for example by creating compli-
ance conditions that are so strict and punitive that platforms are simply unable to 
moderate content according to human rights principles. This often proceeds from 
UHJXODWRUV�DQG�SROLWLFLDQV�KROGLQJ�XQMXVWLȴHG�FRQȴGHQFH�LQ�WKH�FDSDELOLWLHV�RI�DXWR-
mated content moderation systems. There is widespread opposition from a range 
of groups across the stakeholder spectrum towards most of the regulatory propos-
als we examined, particularly toward Australia’s Abhorrent Violent Material amend-
ments and the EU “24 hour” terrorist content proposal. We believe this opposition 
LV� MXVWLȴHG��:H� DOVR� IRXQG� FDXWLRXV� DQG� DSSURSULDWH� VXSSRUW� IURP�KXPDQ� ULJKWV�
bodies for other regulatory proposals, particularly the EU Digital Services Act. 

POTENTIAL NEGATIVE OUTCOMES 
If states pursue regulation of online content according to the worst features of the current 
trajectory — that is by using legislation to prohibit broad categories of expression which 
is not illegal, or by imposing unrealistic compliance conditions —  then we anticipate the 
following negative outcomes:

1. 0RUH�XQMXVWLȴHG�DXWRPDWHG�WDNHGRZQV�RI�FRQWHQW�� LQFOXGLQJ�KLJKHU�UDWHV�RI�IDOVH�
positive takedowns by algorithmic systems that embed human social biases.2

2. More frequent objections by human rights bodies.

3. Extensive litigation between platforms and users, between platforms and govern-
ments, and between users and governments.LQ�D�UDQJH�RI�GL΍HUHQW�FRXUWV�DQG�WULEX-
nals globally.

4. &RQWLQXHG� SXEOLF� RXWFU\� DJDLQVW� SODWIRUP� FRQWHQW� PRGHUDWLRQ�� EXW� RQ� GL΍HUHQW�
points. If transparency obligations are not enhanced and implemented, then much 
of this public outcry will remain situated around anecdotal cases, fuelling outrage 
ZLWKRXW�R΍HULQJ�PHDQLQJIXO�RSSRUWXQLWLHV�IRU�LQVLJKWV�DQG�SURJUHVV�

5. A potential exodus of users, whether away from the platforms entirely, toward 
RWKHU�SODWIRUPV��RU�WRZDUG�WKH�HQFU\SWHG�DSSOLFDWLRQV�R΍HUHG�E\�WKHVH�SODWIRUPV�
and others.

��Ʉ�6KHQNPDQ��&���7KDNXU��'���/ODQVµ��(���������'R�<RX�6HH�:KDW�Ζ�6HH"�&DSDELOLWLHV�DQG�/LPLWV�RI�$XWR-
mated Multimedia Content Analysis. Center for Democracy & Technology.  <https://cdt.org/insights/
do-you-see-what-i-see-capabilities-and-limits-of-automated-multimedia-content-analysis/>.
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6. Handing powers to states that leads to abuse in particular cases, or more wide-
spread abuse generally, as the relationship between platforms and governments 
becomes tighter and the threat of sanctions greater.

7. The global legitimisation of regulatory regimes that empower states to use digital 
infrastructure to suppress free expression, free association, and free thought, and 
to identify individuals. This will result in authoritarian states increasing their uptake 
of such regulatory regimes. By adopting similar legislation, democratic states will be 
taking a position that weakens their ability to oppose this behaviour in other states. 
7KLV� LV�EHFDXVH� WKH\�FDQ�EH� MXVWLȴDEO\�DFFXVHG�RI�DGRSWLQJ� WKDW�EHKDYLRXU� WKHP-
selves by limiting the human rights of their citizens.

8. An increased pressure on platforms to moderate their software and processes ac-
cording to local conditions, with the risk that they become extensions of state power 
with the digital tools to suppress human rights of expression and association at 
digital scale. 

THE ROLE OF NON-STATE REGULATORY APPROACHES 
Historically, states have been the greatest threats to the human rights of individuals. This 
is still the case globally, including in liberal democracies, and despite the widespread 
DFNQRZOHGJHPHQW�WKDW�EXVLQHVVHV�FDQ�DOVR� LQȵXHQFH�KXPDQ�ULJKWV�FRQGLWLRQV��)RU�WKLV�
reason, taking a human rights approach to platform content moderation will frequently 
lead to the conclusion that states must restrain themselves from passing regulation that 
threatens human rights. In many cases, for the platforms to really take a human rights 
approach, they may be required to resist state action, insist upon proof that content is 
undermining other human rights interests, and to insist on legal and procedural rights 
that protect platforms and users and restrain the power of the state. 

Because states pose a threat to the human rights of privacy, freedom of expression and 
freedom of association (as well as a range of other human rights), it is worth considering 
the merits of non-state regulatory options, as well as non-legislative regulatory options. 
These non-state options do not have to be purely self-regulatory. Regulation can also 
LQFOXGH� WKH� NLQGV� RI� FRRUGLQDWHG� LQWHUYHQWLRQV�ZH� LGHQWLȴHG� LQ� 3DUW� �� RI� RXU� UHVHDUFK�
(ie, the GIFCT CIP and the shared hash database). If considered through this lens, many 
“regulatory” interventions have already occurred independently of state action. From a 
human rights protection approach, it may be preferable to deal with the potential harms 
of inadequate content moderation through non-state regulatory responses, rather than 
regulatory responses led by states. It is worth giving some of these existing non-state 
regulatory mechanisms time to operate, especially because they may also illustrate what 
works well and does not work well when it comes to state regulation.

POTENTIAL FURTHER ACTIONS
7KH�LVVXH�RI�SODWIRUP�FRQWHQW�PRGHUDWLRQ�ZLOO�EHFRPH�RQH�RI�WKH�GHȴQLQJ�OHJDO�DQG�VR-
cio-political issues of our time, if it has not already. It deserves, and is building, its own 
body of specialist expertise which stretches across a range of academic disciplines and 
JRYHUQDQFH� DUHDV�� &RQWHQW�PRGHUDWLRQ� LV� H΍HFWLYHO\� D� QHZ� ODEHO� IRU� DQ� H[WUHPHO\� ROG�
political debate which goes to the core of the political relationship between the individual 
and the state, which is: what are people allowed to say or think, what can they read or 
watch, and who gets to decide? This makes it a fraught and volatile issue prone to rash 
reactions and uncomfortable complexities. 
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Against this context, there are two means of generating consensus among people and 
groups who disagree. Our conclusions are that people wishing to see platform content 
moderation develop in ways conducive to the public interest should pursue the following:

1) Encourage and support empirical investigations that build a better evidential foun-
GDWLRQ�IRU�GHVFULELQJ�KRZ�FRQWHQW�PRGHUDWLRQ�LV�FXUUHQWO\�FRQGXFWHG��ZKDW�H΍HFWV�
it produces, and how it might be improved. This will include greater access to and 
transparency by platforms with respect to the roles of independent researchers and 
audit bodies.

2) In assessing what should or should not be done, adhere to tried and tested legal 
and political frameworks such as those created by human rights instruments and 
jurisprudence. These instruments are the product of long and arduous processes of 
consensus building across a range of social and political groups, and they contain a 
range of shared foundational insights that can help to shape future discussion. 

ENDORSED REGULATORY APPROACH
Based on our limited investigations, and applying human rights principles, our conclusion 
is that the best kind of regulatory approach is to implement measures that enhance the 
transparency and auditability of platform content moderation systems and processes. 
When directed toward transparency and auditability, regulatory approaches of this kind 
are sometimes accompanied by procedural rights of appeal and review for users against 
platforms’ content moderation decisions. The Digital Service Act proposal advanced by 
the European Union appears to do the best job of adopting such features, although it is 
not clear yet how these will be implemented. 

We do not endorse regulation that dictates to the platforms what content should be pro-
hibited or taken down (beyond existing legal restrictions against illegal expression such 
as, without limitation, child sexual abuse material, and incitement to violence). 

If states were to introduce regulation that standardised transparency reporting around 
platform content moderation, and which opened up these systems to independent scruti-
Q\���LW�ZRXOG�KDYH�IDU�UHDFKLQJ�H΍HFWV��)RU�H[DPSOH��LW�ZRXOG�SURYLGH�LQGHSHQGHQW�JURXSV��
such as human rights and civil society organisations, with tools to ensure that content 
moderation is being conducted with a view to the public interest and in accordance with 
KXPDQ�ULJKWV�SULQFLSOHV��ΖW�ZRXOG�KDYH�WKH�H΍HFW�RI�EULQJLQJ�SODWIRUP�FRQWHQW�PRGHUDWLRQ�
IXUWKHU�WRZDUG�SXEOLF�LQȵXHQFH�DQG�RYHUVLJKW��ZKLOH�PLWLJDWLQJ�WKH�ULVN�WKDW�WKH�SODWIRUPV�
become digital infrastructures for enhancing state control over users’ human rights and 
freedoms.   
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PART 1: CHANGES MADE BY THE 
PLATFORMS IN RESPONSE TO THE 
CHRISTCHURCH TERROR ATTACK
Introduction
7KH�SHUSHWUDWRU�RI�WKH����0DUFK������&KULVWFKXUFK�WHUURU�DWWDFN�ȴOPHG�DQG�ȊOLYH�VWUHDPHGȋ�
�EURDGFDVW� YLD� WKH� LQWHUQHW�� KLV� DWWDFN�� 6XEVHTXHQW� YLGHRV�ZHUH� FRSLHG��PRGLȴHG�� DQG�
ZLGHO\�GLVVHPLQDWHG�RQOLQH��7KH�YLGHRV�VLJQLȴFDQWO\� LQFUHDVHG�WKH�VFDOH�RI�WKH�WHUURULVW�
H΍HFW�

We refer to this kind of widespread dissemination of objectionable content as an 
objectionable content crisis (OCC)�

ΖQ�UHVSRQVH��WKHUH�KDV�EHHQ�D�VLJQLȴFDQW�H΍RUW�WR�SUHYHQW�WKLV�NLQG�RI�VSUHDG�RI�YLROHQW�
objectionable content online from occurring again, although we note that some initiatives 
pre-date the attacks.

In Part 1, our brief is to investigate the changes made by Twitter, Facebook and Alphabet 
(together, “the platforms”) following the 15 March 2019 OCC. The core inquiry is whether 
WKHVH�FKDQJHV�DUH�VXɝFLHQW�WR�SUHYHQW�RU�PLWLJDWH�WKH�ULVN�RI�VLPLODU�REMHFWLRQDEOH�FRQ-
tent being created, accessed, and shared at similar scale in the future. 

Changes made by the platforms to mitigate future OCC are the focus of Part 1 of this 
report, by contrast with the wider area of “content moderation”, which is investigated in 
Part 2.

In relation to Part 1, the following scoping decisions have been agreed with the investor 
group (we explain them in more detail in an appendix to this report):

• Our analysis does not examine the question of how the platforms contributed to 
the terrorist’s radicalisation, his radicalisation to violence, or the real world terror 
attacks.

• Our analysis excludes matters relating to the terrorist’s manifesto.

• Our analysis excludes other social media platforms such as Reddit, 4Chan, 8Chan. It 
DOVR�H[FOXGHV�WKH�ȴOH�KRVWLQJ�ZHEVLWHV�KRVWLQJ�WKH�PDQLIHVWR�

• Our analysis in Part 1 excludes government agencies and the topic of government 
regulation (we deal with this topic in Part 2).

With this in mind, we have approached the inquiry directly through the following question: 

Will Facebook, YouTube, and Twitter be able to prevent or mitigate the next 
objectionable content crisis?
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Key findings and assessment
OVERVIEW 
During and after the March 15 terror attack, there was a rapid upload and transmission 
of a wide variety of digitally novel objectionable content within a very short space of time. 
We refer to this as an objectionable content crisis �DEEUHYLDWHG�WR�Ȋ2&&ȋ�KHUHDIWHU��WR�UHȵHFW�
that the quantity, variety, and frequency of uploads created an extreme outlier scenario.3 
Individual users acted separately and in coordination to exploit the time delay inherent 
in the content moderation process in order to continue uploading attack-related content, 
and ultimately move faster than content moderation processes could move.4

• At the time of the 15 March terror attack, all the platforms had content moderation 
processes in place for limiting the spread of objectionable content. 

• These processes rely on a variety of mechanisms to detect, categorise (or classify), 
and database new objectionable content after it is uploaded or transmitted within 
WKH�SODWIRUP�IRU�WKH�ȴUVW�WLPH��

• $IWHU� FODVVLȴFDWLRQ�� DXWRPDWHG� V\VWHPV� FDQ�EH�XVHG� WR� DXWRPDWLFDOO\� SUHYHQW� DW-
tempts to upload or transmit identical copies of the information. However, there 
LV�D�GHOD\�EHWZHHQ�WKH�SRLQW�LQ�WLPH�WKDW�REMHFWLRQDEOH�FRQWHQW�LV�ȴUVW�XSORDGHG�WR�
the platforms, and the point in time at which identical copies of that content can be 
automatically removed or prevented from being published. 

• This delay is the main vulnerability in the platforms’ ability to prevent the mass 
dissemination of objectionable content. This means the most important changes 
for preventing or mitigating the scale of future objectionable content crises will be 
FKDQJHV�WKDW�UHGXFH�WKH�WLPH�GHOD\�EHWZHHQ�ȴUVW�XSORDG�DQG�FDWHJRULVDWLRQ��&KDQJ-
es which do not reduce this time delay or enhance the accuracy and reliability of 
FRQWHQW�FODVVLȴFDWLRQ�DUH�XQOLNHO\�WR�EH�PHDVXUDEO\�H΍HFWLYH�

KEY POINTS ABOUT CONTENT MODERATION AT SCALE
The investor group should understand the following about how content moderation is 
conducted at scale in digital platforms:

• :KHQ�D�GLJLWDOO\�QRYHO�SLHFH�RI�FRQWHQW�LV�XSORDGHG�IRU�WKH�ȴUVW�WLPH��LW� LV�GLɝFXOW�
(and sometimes impossible) to accurately detect and remove it using only auto-
mated tools. Detecting new objectionable content still requires human involvement 
most of the time. 

• These humans (including both platform users and employees) cooperate to locate 
possibly objectionable content and assess it – taking account of its contents and 
context. 

• After this assessment, the platform content moderators may then categorise or 
FODVVLI\�WKH�FRQWHQW�DV�REMHFWLRQDEOH�LQ�VRPH�ZD\��ΖI�DQ�REMHFWLRQDEOH�FODVVLȴFDWLRQ�LV�

��Ʉ�:H�GR�QRW�UXOH�RXW�WKDW�VXFK�D�VFHQDULR�FRXOG�KDYH�EHHQ�DQWLFLSDWHG��EXW�ZH�QRWH�WKH�UHSHDWHG�
comments made by the New Zealand Royal Commission of Inquiry that illustrate the attacker’s commit-
ment to “operational security” and his notable determination and commitment.

��Ʉ�:H�QRWH�WKH�SODWIRUPV�WRRN�D�UDQJH�RI�XQSUHFHGHQWHG�DFWLRQV�WR�UHVSRQG��LQFOXGLQJ�E\�VXVSHQG-
ing ordinary content moderation processes (YouTube) and by using novel detection methods, such as 
detecting resemblances in audio rather than video (Facebook).
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given to the content, the content (and the users transmitting it) may then be subject 
WR�RQH�RU�PRUH�PRGHUDWLRQ�DFWLRQV��7KLV�PD\�LQFOXGH�FUHDWLQJ�D�ȊGLJLWDO�ȴQJHUSULQWȋ�
RI�WKH�FRQWHQW��NQRZQ�DV�D�ȊKDVKȋ��WKHQ�XSORDGLQJ�WKLV�ȴQJHUSULQW�WR�D�GDWDEDVH��

• 2QO\�DIWHU�WKH�FRQWHQW�LV�FODVVLȴHG�DFFRUGLQJ�WR�FRQWHQW�PRGHUDWLRQ�VWDQGDUGV�ZLOO�
the platforms’ automated tools be able to prevent and remove all other digitally 
identical versions of the content from being uploaded or transmitted within the 
platforms. This whole process takes time to do accurately.

In the case of the 15 March terror attacks, copies of the original video were malicious-
O\�PRGLȴHG�DQG�GLVWULEXWHG�WR�FUHDWH�GLJLWDOO\�QRYHO�FRQWHQW�WKDW�ZRXOG�QRW�EH�GHWHFWHG�
by the automated moderation systems.5 In addition, users and organisations engaged in 
news reporting were also creating and sharing digitally novel versions of the video, even 
WKRXJK� WKH\�PD\�KDYH�KDG�QR�PDOLFLRXV� LQWHQW�� 7KLV�PDGH� LW� GLɝFXOW� WR� FRQVWUDLQ� WKH�
spread of objectionable content during such a condensed period, particularly in combi-
QDWLRQ�ZLWK�WKH�LQFUHDVHG�OHYHOV�RI�LQWHUQHW�WUDɝF�DQG�XVHU�DWWHQWLRQ�IRFXVHG�RQ�WKH����
March terror attack.

7R�EH�FOHDU��WKH�SODWIRUPV�FDQ�HɝFLHQWO\�ORFDWH��EORFN��DQG�UHPRYH�FRQWHQW�DW�VFDOH�RQFH�
LW�KDV�SUHYLRXVO\�EHHQ�FODVVLȴHG�DV�REMHFWLRQDEOH�DQG�ORJJHG�LQ�WKHLU�GDWDEDVHV�6 Howev-
HU��FRQWHQW�WKDW�LV�GLJLWDOO\�QRYHO�DQG�KDV�QHYHU�EHHQ�FODVVLȴHG�FDQQRW�EH�GHWHFWHG�DQG�
moderated at the same speed. When the Christchurch attacks occurred, the original lives-
WUHDP�KDG�QRW�EHHQ�FODVVLȴHG��DQG�QHLWKHU�KDG�DQ\�RI�WKH�KXQGUHGV�RI�PRGLȴHG�YHUVLRQV�
that appeared subsequently.

CHALLENGES OF MODERATION UNDER CRISIS CONDITIONS
We reiterate that the essential question for this assessment is whether the platforms have 
materially improved the speed and accuracy of their processes for detecting, categorising, 
and databasing novel objectionable content, particularly under crisis conditions. More 
VSHFLȴFDOO\�� WKH�TXHVWLRQ� LV�ZKHWKHU� WKHVH� LPSURYHPHQWV�KDYH�VXɝFLHQWO\� UHGXFHG�WKH�
moderation time delay to withstand OCC conditions. Reducing this time delay is the criti-
cal outcome that will mitigate the scale of future content dissemination events similar to 
the 15 March 2019 OCC, even if it cannot prevent them entirely. In summary, we conclude:

• 7KH�PHDVXUHV� LQWURGXFHG�E\� WKH�SODWIRUPV�KDYH�D�KLJK� OLNHOLKRRG�RI� VLJQLȴFDQWO\�
mitigating the scale and extent of future objectionable content crises.7 They have 
taken steps to increase the speed and coordination of their shared responses, al-
lowing them to more quickly detect new content and accurately classify it as objec-
tionable, and then apply automated means to detect and remove it, as well as block 
identical copies at upload.

��Ʉ�7KH�RULJLQDO�OLYHVWUHDP�YLGHR�ZDV�GHOLEHUDWHO\�WXUQHG�LQWR�PHPHV�E\�RQOLQH�FRPPXQLWLHV��6HH�WKH�
following for some examples: Wegener F, ‘How the Far-Right Uses Memes in Online Warfare’ (GNET) 
<https://gnet-research.org/2020/05/21/how-the-far-right-uses-memes-in-online-warfare/> accessed 13 
April 2021.

��Ʉ�7KH�SXEOLF�IUHTXHQWO\�TXHVWLRQV�ZK\�WKH�SODWIRUPV�FDQ�DFW�RQ�FRS\ULJKW�FRQWHQW�VR�PXFK�IDVWHU�WKDQ�
RWKHU�NLQGV�RI�FRQWHQW��7KLV�LV�EHFDXVH�FHUWDLQ�W\SHV�RI�FRS\ULJKW�FRQWHQW�KDYH�DOUHDG\�EHHQ�FODVVLȴHG��
It is thought that platform systems for identifying copyright infringement are based on similar “hashing” 
techniques to those deployed through the GIFCT shared hash database. 

��Ʉ�%\�ȊPLWLJDWHȋ�DQG�ȊVFDOHȋ��ZH�PHDQ�UHGXFLQJ�WKH�WRWDO�QXPEHU�RI�SHRSOH�ZKR�DFFHVV�RU�DUH�H[SRVHG�
to objectionable content via the Platforms. Nevertheless, there remains a small risk that this number 
may be high in uncommonly bad cases.
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• The platforms are highly unlikely to absolutely prevent the next objectionable con-
tent crisis.8�ΖW�LV�GLɝFXOW�WR�FODVVLI\�FRQWHQW�XVLQJ�DXWRPDWHG�WRROV�DQG�WHFKQLTXHV��
whether at the point of upload or at any point afterwards. Once new content has 
EHHQ�XSORDGHG�WKHUH�LV�DQ�XQDYRLGDEOH�GHOD\�EHIRUH�LW�FDQ�EH�DFFXUDWHO\�FODVVLȴHG�DV�
objectionable, particularly if the platforms are expected to apply human rights prin-
ciples that require the balancing of potentially competing interests. The platforms 
cannot eliminate this time gap entirely. Further, most current automated systems 
require a degree of human supervision (both as a matter of pragmatism and prin-
ciple). The best the platforms can do during an OCC is to detect and classify novel 
content as quickly as possible after it appears on one of the platforms, then apply 
digital systems to automatically take down identical copies automatically thereafter.

• 7KHUH�LV�H΍HFWLYHO\�QR�PHDVXUH�WKH�SODWIRUPV�FDQ�LQWURGXFH�WKDW�FRXOG�HQWLUHO\�SUH-
YHQW�XVHU�H[SRVXUH�WR�YLROHQW�REMHFWLRQDEOH�FRQWHQW�XQWLO�WKDW�FRQWHQW�KDV�ȴUVW�EHHQ�
FODVVLȴHG��:KLOH�WKH\�SOD\�D�FULWLFDO�UROH��DXWRPDWHG�V\VWHPV�R΍HU� LPSHUIHFW�VROX-
WLRQV�ZLWK�VLJQLȴFDQW�WUDGH�R΍V�9 Even state of the art automation systems cannot 
currently identify which content is objectionable with total accuracy, and such ad-
vancements are not a realistic prospect in the foreseeable future. Automation can 
and should be improved, but all plausible automation systems that try and cate-
gorise new content will still have an error rate – e.g they are likely to remove some 
amount of non-objectionable content, while also erroneously permit some amount 
of objectionable content. The degree of error that is acceptable in either direction is 
D�TXHVWLRQ�RI�WUDGH�R΍V�EHWZHHQ�FRPSHWLQJ�VRFLR�SROLWLFDO�YDOXHV�10

• 7KH�SODWIRUPV�FRQWLQXH�WR�PDNH�UHDVRQDEOH�H΍RUWV�WR�UHGXFH�WKH�H[WHQW�RI�IXWXUH�
objectionable content crises, given the measures they have taken in response to the 
complexity of conducting content moderation processes at scale under OCC condi-
WLRQV��7KH�SODWIRUPVȇ�PRVW�H΍HFWLYH�FKDQJHV�IRFXV�RQ�WKH�HVVHQWLDO�SUREOHP�LGHQWL-
ȴHG�DERYH�Ȃ�WKH�FODVVLȴFDWLRQ�WLPH�GHOD\��6RPH�RI�WKH�RWKHU�FKDQJHV�PDGH�E\�WKH�
SODWIRUPV�DUH�OLNHO\�WR�H[HUW�RQO\�D�ZHDN�RU�LQGLUHFW�LQȵXHQFH�RQ�WKH�FRUH�SUREOHP��
DQG�DUH�RWKHUZLVH�XQOLNHO\�WR�KDYH�DQ\�LPPHGLDWH�PHDVXUDEOH�H΍HFW�RQ�SUHYHQWLQJ�
or mitigating a future OCC.

• It is generally sensible to assume that more funding and resources directed at any 
VWUDWHJLHV�WKDW�UHGXFH�WKH�FODVVLȴFDWLRQ�WLPH�GHOD\�ZLOO�KHOS�WR�PLWLJDWH�IXWXUH�2&&��
7KLV�LQFOXGHV�UHVHDUFK�LQWR�DXWRPDWHG�WRROV�IRU�GHWHFWLRQ�DQG�FODVVLȴFDWLRQ��LQFUHDV-
ing the total number of human moderators employed, and system-wide innovation 
– like partnerships with diverse community groups that can expedite and improve 
the accuracy of the content moderation process.11 While the platforms have all in-
creased their funding and resources for content moderation processes, we cannot 
say what amount of funding is reasonable, in part because this assessment rests 
on matters that cannot be known: for example, we cannot predict the likelihood of 

��Ʉ�7KLV�WDNHV�ȊSUHYHQWȋ�WR�PHDQ�WKDW�no person will be exposed to objectionable content produced 
during a real-world attack. We note from advisory materials provided to us by GSNZ that the institu-
tion’s “long term goal” is “No further online sharing of objectionable content through the platform.” This 
is a practically impossible standard to meet. 

��Ʉ�7KH�DXWRPDWLRQ�KDV�D�KLJK�HUURU�UDWH�RI�ERWK�IDOVH�SRVLWLYHV�DQG�IDOVH�QHJDWLYHV��7KLV�RIWHQ�KDV�
GLVFULPLQDWRU\�H΍HFWV��

���Ʉ�:H�H[SORUH�WKLV�TXHVWLRQ�RI�WUDGH�R΍V�LQ�XVH�RI�DXWRPDWLRQ�LQ�PRUH�GHWDLO�LQ�3DUW����WR�WKH�H[WHQW�
that regulation requires the use of automation in order to achieve compliance with content standards.

���Ʉ�:H�QRWH�WKDW�WKH�LPSRUWDQFH�RI�KDYLQJ�GLYHUVH�H[SHULHQFH�DQG�H[SHUWLVH�ZLWKLQ�FRQWHQW�PRGHUD-
tion teams has been emphasized by the UN Special Rapporteur on the Right to Freedom of Expression.
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VFLHQWLȴF�RU� WHFKQRORJLFDO� GHYHORSPHQWV� LQ� DXWRPDWLRQ� UHVHDUFK��ZH� DOVR� FDQQRW�
accurately compare the current state of content moderation as a whole with any 
K\SRWKHWLFDO�IXWXUH�VWDWH��LQ�SDUW�EHFDXVH�WKH�FXUUHQW�VWDWH�LV�RSDTXH�DQG�GLɝFXOW�
to investigate. The same is true for the total number of content moderator employ-
HHV��4XHVWLRQV�RI�VXɝFLHQF\�DQG�UHDVRQDEOHQHVV�ZLOO�DOVR�GHSHQG�XSRQ�SHUVRQDO�
SHUFHSWLRQV�RI� WKH�ZLGHU�SUREOHP�DUHD� �VSHFLȴFDOO\�� WKH�SUROLIHUDWLRQ�RI� ȊKDUPIXO�
FRQWHQWȋ��DQG�ZKLFK�YDOXHV�VKRXOG�EH�SULRULWLVHG�ZKHQ�PDQDJLQJ�WUDGH�R΍V�

POPULAR MISCONCEPTIONS ABOUT CONTENT MODERATION AND 
LIVESTREAMING
The platforms might have been better prepared for an event like the 15 March terror 
attack. However, some misconceptions persist around how they may have contributed to 
the scale of the event. It is important to resolve these at the outset so that they are not 
JLYHQ�XQGXH�ZHLJKW��VLQFH�FKDQJHV�IRFXVHG�RQ�WKHVH�DUHDV�PD\�KDYH�OLWWOH�H΍HFW�RQ�WKH�
extent of future OCCs:

• There is little to indicate that objectionable content linked to the terror attacks spread 
on the platforms because of inadequacies in the way content moderation guidelines 
were set. There is no doubt that the 15 March objectionable content breached the 
content standards of all three platforms.12 Moreover, content did not spread on the 
platforms because of lenient attitudes toward freedom of speech or expression. 

• An important feature of the OCC that followed the 15 March terror attack was the 
way online communities deliberately took steps to circumvent automated content 
moderation systems to enhance the content’s spread. The platforms have taken 
steps to deal with such behaviour, however we anticipate that determined actors 
and the online communities that support them will continue to exploit the platforms’ 
content moderation systems in whatever way they can discover. This is a known 
feature of online right wing extremist behaviour, and internet criminality generally. 
Moreover, the huge amount of legitimate news coverage of the event will also have 
resulted in the proliferation of new copies of the video. It is not clear how to prevent 
such news coverage legally or technically, or whether it is desirable to do so.

Similarly, many people assume that the original livestream of the 15 March terror attack 
was the major contributor to the OCC, and underestimate the role of the many subse-
TXHQW�YLGHRV�DQG�RWKHU�ȴOHV�WKDW�ZHUH�GHULYHG�IURP�WKH�OLYHVWUHDP��0RUH�VSHFLȴFDOO\�

• The original livestream made a smaller contribution to the scale of the OCC in quan-
titative terms than is popularly believed. Facebook has shared data illustrating that 
the livestream was seen by far fewer people than subsequent content produced 
from the livestream. Most dissemination of objectionable content was achieved 
WKURXJK�WKH�VXEVHTXHQW�XSORDG�DQG�GRZQORDG�RI�QRQ�OLYHVWUHDPHG�YLGHR�ȴOHV��'H-
spite this, much policy, regulatory, and legislative attention has been unduly direct-
ed at the activity of “livestreaming” (including explicitly within the Christchurch Call).

• Similarly broad dissemination of objectionable content probably could have been 
DFKLHYHG�ZLWKRXW� OLYHVWUHDPLQJ�� WKURXJK� FRQYHQWLRQDO� XSORDG�RI� D� YLGHR�ȴOH� WR� D�
FORXG�ȴOH�KRVWLQJ�VLWH�13 It is even plausible that the perpetrator could have recorded 

���Ʉ�7KLV�SRLQW�LV�PDGH�IRUFHIXOO\�LQ��'RXHN��(�Ȇ$XVWUDOLDȇV�Ȋ$EKRUUHQW�9LROHQW�0DWHULDOȋ�/DZ��6KRXWLQJ�
“Nerd Harder” and Drowning Out Speech’ (Social Science Research Network 2019) SSRN Scholarly Paper 
ID 3443220 <https://papers.ssrn.com/abstract=3443220> accessed 6 April 2021.

���Ʉ�/LQNV�WR�WKLV�FRXOG�WKHQ�KDYH�EHHQ�GLVWULEXWHG�RQOLQH�WKURXJK�WKH�XVH�RI�VFULSWV��DFFRPSOLFHV��RU�ERWK��



17

the video to his mobile device, paused during the attack, and uploaded the video to 
D�ȴOH�VKDULQJ�ZHEVLWH�IRU�IXUWKHU�GLVWULEXWLRQ��

• Nation states, media, and the public frequently conceptualise the 15 March objec-
WLRQDEOH�FRQWHQW�DV�ȊWKH�YLGHRȋ��ȊWKH�OLYHVWUHDPȋ��RU�ZRUGV�WR�WKDW�H΍HFW��7KLV�FUHDWHV�
the impression that there was only a single digital artefact for the platforms to clas-
sify and moderate. In fact, there were hundreds of unique videos, each containing 
thousands of objectionable frames (individual images that could be distributed sep-
arately).14

• The 15 March OCC featured the rapid creation, upload, and dissemination of large 
YROXPHV�RI�QRQ�OLYHVWUHDPHG�YLGHR�ȴOHV��7KLV�DWWDFNHG�WKH�VDPH�IXQGDPHQWDO�ZHDN-
ness as the livestream itself – the relatively brief but unavoidable time delay inher-
ent in the process of detecting, classifying, and databasing new content.

Which measures will be most e"ective at mitigating an OCC?
7KH�PRVW�H΍HFWLYH�PHDQV�RI�GHDOLQJ�ZLWK�YLROHQW�H[WUHPLVW�PDWHULDO�GXULQJ�DQ�2&&�FRPH�
IURP�FURVV�SODWIRUP�FROODERUDWLRQ�H΍RUWV��6RPH�RI�WKHVH�H΍RUWV�DUH�EDVHG�DURXQG�FROODE-
oration with other multilateral international bodies, including the United Nations and the 
European Internet Forum. Most of these multilateral bodies pre-date the Christchurch 
attacks. Twitter, Facebook, and Google/YouTube are core partners, founders, funders, 
PHPEHUV��DQG�VXSSRUWHUV�RI�PDQ\�RI�WKHVH�FROODERUDWLRQ�H΍RUWV�15

The following mechanisms and interventions exact the most direct mitigating (and to a 
OHVVHU� H[WHQW� SUHYHQWDWLYH�� H΍HFW� RQ� WKH� VFDOH� RI� DQ\� IXWXUH�2&&�� 7KHVH� LQWHUYHQWLRQV�
merit the most attention when advocating for further improvements and transparency.

DEVELOPMENT OF GIFCT CONTENT INCIDENT PROTOCOL (“CIP”)
In accordance with the Christchurch Call, the Global Internet Forum to Counter Terror-
ism (GIFCT) has introduced a new Content Incident Protocol. The CIP was developed as 
a response to the events of the 15 March terror attack and resulted from a commitment 
made by the platforms under the Christchurch Call. The protocol aims to thwart the online 
proliferation of content produced by a perpetrator during a real-world attack. 

When a CIP is declared, the platforms coordinate to rapidly classify content produced by 
D�SHUSHWUDWRU�RU�DFFRPSOLFH��2QFH�FRQWHQW�KDV�EHHQ�FODVVLȴHG��ȊKDVKHVȋ�ȃ���XQLTXH�GLJLWDO�
ȊȴQJHUSULQWVȋ�ȃ�DUH�UDSLGO\�DGGHG�WR�D�VKDUHG�GDWDEDVH��$V�SDUW�RI�D�&Ζ3��FRQWLQXRXV�FRP-
munication is also established between the platforms:16 

By declaring a CIP, all hashes of an attacker’s video and other related content is shared in 
the GIFCT hash database with other GIFCT member platforms. Furthermore, a continuous 
stream of communication is established among all GIFCT founding members to identify 
and address risks and needs during an active CIP. The CIP is a multi-step process, including 
a decision to activate the CIP, communication of that decision, a review of content assets, 

���Ʉ������RI�KDVKHV�LQ�WKH�*Ζ)&7�VKDUHG�KDVK�GDWDEDVH�UHODWH�WR�WKH�&KULVWFKXUFK�DWWDFNV��+DVKHV�IURP�
WZR�RWKHU�DWWDFNV�ZKHUH�D�&Ζ3�ZDV�DFWLYDWHG�UHSUHVHQW����DQG������UHVSHFWLYHO\��

���Ʉ�)DFHERRN��0LFURVRIW��7ZLWWHU�DQG�<RX7XEH�$QQRXQFH�)RUPDWLRQ�RI�WKH�*OREDO�ΖQWHUQHW�)RUXP�WR�
Counter Terrorism. (n.d.). Blog.Youtube. Retrieved 1 April 2021, from <https://blog.youtube/news-and-
events/facebook-microsoft-twitter-and-youtube/>.

���Ʉ�&ULVLV�5HVSRQVH��*Ζ)&7��5HWULHYHG���$SULO�������IURP��KWWSV���JLIFW�RUJ�FULVLV�FRPPXQLFDWLRQV�!�
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and other steps, to inform GIFCT member companies and relevant governments about 
FRQWHQW�IURP�WKH�UHDO�ZRUOG�HYHQW�WKDW�PD\�EH�PDQLIHVWLQJ�RQOLQH��$�&Ζ3�HQGV�ZLWK�DQ�Rɝ-
cial “conclusion” determined by impacted GIFCT platforms once the volume of content has 
noticeably decreased.

In what situations is a CIP activated?
The circumstances in which a CIP is activated are tightly constrained. The precise contents 
DQG� ERXQGDULHV� RI� WKH� SURWRFROV� DUH� VWULFWO\� FRQȴGHQWLDO�� WR� SUHYHQW� WKHP� IURP�EHLQJ�
H[SORLWHG�� 7KLV� FRQȴGHQWLDOLW\�PDNHV� H[WHUQDO� DQDO\VLV� RI� WKRVH� SURWRFROV� GLɝFXOW� DQG�
creates a tension between preventing exploitation and the value that greater transparency 
around the CIP would provide. We note that the parameters of the CIP have been tested in 
at least two sets of tabletop exercises with government and non-government participants.17

The CIP is only activated after an initial assessment process has been followed. This as-
sessment process has been initiated 100 separate times between March 2019 and No-
vember 2020.18�2I�WKHVH��WKH�&Ζ3�LWVHOI�KDV�EHHQ�DFWLYDWHG�WZLFH��ȴUVW�LQ�UHVSRQVH�WR�WKH���
October 2019 terrorist attack in Halle, Germany, and later in response to the 20 May 2020 
terrorist attack in Glendale, Arizona.19 The activation of the CIP in these two cases should 
reassure the investor group that the CIP can and does play a role in limiting the impact of 
some OCC. We are persuaded that the CIP played a role in suppressing the objectionable 
content of these two events, although we note that the volume of content produced by 
both news media and adversarial online communities appears to be drastically smaller 
than occurred around 15 March.20 

Limitations of the CIP
The CIP may not be activated for all content that the investor group considers objection-
able, including situations where a perpetrator livestreams audio-visual content during real 
world violence. An example of this is the Nakhon Ratchasima shootings of 8 and 9 Feb-
ruary 2020, during which a soldier of the Royal Thai Army killed 30 people and wounded 
57 others. During these attacks, the perpetrator livestreamed to Facebook intermittently. 
In the absence of further information, the non-activation of the CIP suggests that the 
criteria for CIP activation are narrower than “content produced by a perpetrator during 
a real-world attack”. It is likely that to meet the CIP criteria, the content produced by a 
perpetrator must itself depict actual on-screen acts of physical violence, where (to our 
knowledge) the Nakhon Ratchasima livestream did not.21 It also appears the CIP assess-
ment process involves an assessment of how likely the content is to be virally spread.22 

���Ʉ�7RP�%DUUDFORXJK�IURP�%UDLQER[�SDUWLFLSDWHG�LQ�H[HUFLVHV�WHVWLQJ�WKHVH�SURWRFROV�LQ�:HOOLQJWRQ��
New Zealand, in December 2019.

���Ʉ�&ULVLV�5HVSRQVH���Q�G����*Ζ)&7��5HWULHYHG���$SULO�������IURP��KWWSV���JLIFW�RUJ�FULVLV�FRPPXQLFD-
WLRQV�!��:H�ZHUH�XQDEOH�WR�LGHQWLI\�DQ\�PRUH�XS�WR�GDWH�ȴJXUHV�

���Ʉ�Ȇ*Ζ)&7�7UDQVSDUHQF\�5HSRUW��-XO\�����ȇ��KWWSV���JLIFW�RUJ�ZS�FRQWHQW�XSORDGV���������
GIFCT-Transparency-Report-July-2020-Final.pdf> accessed 5 April 2021.

���Ʉ�*Ζ)&7�KDV�VKDUHG�SHUFHQWDJHV�WR�LQGLFDWH�ZKDW�SURSRUWLRQ�RI�FRQWHQW�LQ�WKH�WRWDO�VKDUHG�KDVK�
GDWDEDVH�UHODWHV�WR�HDFK�DWWDFN��&KULVWFKXUFK�SHUSHWUDWRU�FRQWHQW�UHSUHVHQWV�������+DOOH��*HUPDQ\�
SHUSHWUDWRU�FRQWHQW�UHSUHVHQWV�����*OHQGDOH��$UL]RQD�3HUSHWUDWRU�&RQWHQW�UHSUHVHQWV������

���Ʉ�:H�QRWH�WKDW�)DFHERRN�VXVSHQGHG�WKH�SHUSHWUDWRUȇV�DFFRXQW��WKXV�UHPRYLQJ�REMHFWLRQDEOH�FRQWHQW�
E\�PHDQV�D�FRQWHQW�PRGHUDWLRQ�GL΍HUHQW�PHFKDQLVP�

���Ʉ�Ȇ&KULVWFKXUFK�&DOO�&RPPXQLW\�&RQVXOWDWLRQ��)LQDO�5HSRUWȇ����������KWWSV���ZZZ�FKULVWFKXUFKFDOO�
com/christchurch-call-community-consultation-report.pdf> accessed 14 April 2021.
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In addition, a CIP is unlikely to be activated for footage of real world violence that has been 
captured by bystanders to an attack. As far as we know, the CIP will only be activated in re-
sponse to content created by the perpetrator or an accomplice. Recording by bystanders 
may depict the same violent acts as recordings by a perpetrator,23  and may have similar 
WUDXPDWLF�H΍HFWV�RQ�VRPH�YLHZHUV��%\VWDQGHU�UHFRUGLQJV�PD\�DOVR�DPSOLI\�WKH�WHUURULVWȇV�
goal of publicising an attack, regardless of the bystander’s intent.

Questions around the distinction between perpetrator-led and bystander-led footage 
frequently arise for the platforms.24 It is not always clear whether bystander footage is, 
VKRXOG��RU�ZLOO�EH�FODVVLȴHG�DV�REMHFWLRQDEOH��2XU�EHVW�DVVHVVPHQW�LV�WKDW�HDFK�LQVWDQFH�
RI�E\VWDQGHU�IRRWDJH�LV�FODVVLȴHG�RQ�D�FDVH�E\�FDVH�EDVLV��(YHQ�ZKHUH�HPHUJHQF\�SURWR-
cols are not activated, content is still being moderated according to usual processes. If 
E\VWDQGHU�FRQWHQW�LV�ȵDJJHG�E\�PDQXDO�RU�DXWRPDWHG�V\VWHPV�DQG�DVVHVVHG�DV�LQIULQJLQJ�
the platforms’ policies, it will be dealt with accordingly. We raise this aspect of the overall 
subject because the restriction of emergency response protocols to perpetrator-or-ac-
FRPSOLFH�IRRWDJH�LV�D�SRWHQWLDOO\�VLJQLȴFDQW�OLPLWDWLRQ�RQ�ZKHWKHU�WKRVH�SURWRFROV�OLPLW�WKH�
circulation of content that might otherwise be objectionable.25 

GIFCT SHARED HASH DATABASE
*Ζ)&7�KDV�D�VKDUHG�GDWDEDVH�RI�ȊKDVKHVȋ��RU�GLJLWDO�ȴQJHUSULQWV�RI�KDUPIXO�FRQWHQW�ZKLFK�
KDV�SUHYLRXVO\�EHHQ�FODVVLȴHG�E\�WKH�SODWIRUPV�DV�EHLQJ�ȊREMHFWLRQDEOHȋ� LQ�WKH�PDQQHU�
DUWLFXODWHG�LQ�RXU�EULHI��7KH�GDWDEDVH�LV�QRZ�DFFHVVLEOH�E\����GL΍HUHQW�WHFKQRORJ\�FRPSD-
nies (expanded to 14 in July/August 2021). 

The shared hash database was initiated before 15 March 2019, primarily in response to 
religious extremist terrorist attacks in Europe across 2015 and 2016. GIFCT was initially 
founded in June 2017 to house the shared hash database before becoming an indepen-
GHQW�RUJDQLVDWLRQ�ZLWK�DQ�([HFXWLYH�/HDGHUVKLS�WHDP�DQG�D����KRXU�FULVLV�UHVSRQVH�WHDP�
— a move that was accelerated through the Christchurch Call.26 

The shared hash database is a system for preventing the upload of content that matches 
WKH�GLJLWDO�ȴQJHUSULQW�RI�FRQWHQW�SUHYLRXVO\�FODVVLȴHG�DV�REMHFWLRQDEOH��2QFH�FODVVLȴHG��LW�
can also be used to remove objectionable content which has been previously uploaded 
that matches the hash. The database is made available to members of GIFCT to incorpo-
rate into their content moderation systems in whatever way they wish, and new platforms 
can gain access to the database by joining GIFCT. The shared hash database is highly ef-
fective at identifying digital duplicates of infringing content. 

7KH�GDWDEDVH�KDV�WZR�EURDG�OLPLWDWLRQV��ERWK�RI�ZKLFK�SUHVHQW�WUDGH�R΍V�

1) ΖQVWLWXWLRQDO�OLPLWDWLRQ��ZH�LGHQWLȴHG�UHSHDWHG�H[SUHVVLRQV�RI�FRQFHUQ�E\�FRPPHQ-
tators about the oversight, transparency and auditability of this database, which is 

���Ʉ�7ZR�UHFHQW�H[DPSOHV�DUH��WKH�&&79�IRRWDJH�IURP�LQVLGH�WKH�&KULVWFKXUFK�0RVTXHV��DQG�E\VWDQGHU�
footage of the aftermath of the shootings in Boulder, Colorado.

���Ʉ�$XVWUDOLDȇV�$EKRUUHQW�9LROHQW�0DWHULDO�GUDZV�D�VLPLODU�GLVWLQFWLRQ��DV�GRHV�WKH�&Ζ3�

���Ʉ�)RU�H[DPSOH��FRQVLGHU�WKH�IDFW�WKDW�WKHUH�LV�D�&&79�UHFRUGLQJ�GHSLFWLQJ�WKH����0DUFK�DWWDFNV�IURP�
inside the Al Noor mosque. It is not clear that the CIP would cover this in the event that this recording 
was uploaded to the Platforms.

���Ʉ�Ȇ&KULVWFKXUFK�&DOO�&RPPXQLW\�&RQVXOWDWLRQ��)LQDO�5HSRUWȇ���������KWWSV���ZZZ�FKULVWFKXUFKFDOO�
com/christchurch-call-community-consultation-report.pdf> accessed 14 April 2021. 
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controlled by GIFCT. For example, there is no clear mechanism for challenging the 
decision to add a piece of content to the database. Other concerns related to con-
sistency and transparency around the criteria for adding content to the database. 
%HFDXVH�WKH�GDWDEDVH�FDQ�EH�VR�H΍HFWLYH�DW�UHPRYLQJ�LQIULQJLQJ�FRQWHQW��WKLV�FDQ�
lead to harm if content is wrongfully removed rapidly, without notice and at scale. 
Initially, the database was not to be used for automated takedowns, but it appears 
this is increasingly how it is used by the companies. 

2) Technological limitation: it is not clear how far the shared hash database can deal 
ZLWK�PRGLȴFDWLRQV�WR�FRQWHQW�WKDW�KDV�EHHQ�SUHYLRXVO\�KDVKHG��7KLV�LV�D�VLJQLȴFDQW�
limitation of conventional hashing techniques. The database has substantially less 
XWLOLW\�LI�LW�RQO\�LGHQWLȴHV�H[DFW�GXSOLFDWHV��)RU�H[DPSOH��WKH�����GLJLWDOO\�XQLTXH�YDUL-
DQWV�RI�WKH����0DUFK�OLYHVWUHDP�YLGHR�ZRXOG�OLNHO\�QRW�KDYH�EHHQ�LGHQWLȴHG�E\�WKH�
hash database unless perceptual hashing techniques were used. On the other hand, 
if the database was limited only to exact duplicates, this would lower the risk that 
content is wrongfully taken down because of broad but ultimately incidental visual 
similarity to banned content.

At its annual summit in July/August 2021, GIFCT announced a range of new initiatives to 
improve its shared hash database. GIFCT also released a widely acclaimed independent 
human rights impact assessment of its organisation which it had commissioned, although 
a detailed analysis of this assessment is beyond the scope of this brief.27

ONGOING RESEARCH INTO PERCEPTUAL HASHING TECHNIQUES
Hashing is an area of ongoing technological research and development. The platforms are 
supporting some of this research.28 As part of this work, some new hashing techniques 
WKDW�XVH� LPDJH�GDWD�PD\�KHOS� FDSWXUH� FRQWHQW� LQ� VLWXDWLRQV�ZKHUH�PRGLȴFDWLRQV�KDYH�
been made, but the content is visually similar to content that has been previously hashed. 
These techniques are referred to as “perceptual hashing”. We located research suggesting 
that the GIFCT hashing database may already make use of perceptual hashing techniques, 
EXW�FDQQRW�FRQȴUP�WKLV�JLYHQ�WKH�RSDFLW\�RI�WKH�GDWDEDVH�29 

7KHUH�PD\�EH�WUDGH�R΍V�WR�DGRSWLQJ�SHUFHSWXDO�KDVKLQJ�WHFKQLTXHV� LQ�WKH�*Ζ)&7�GDWD-
base. In particular, any digital system which assesses visual similarity between two pieces 
of content may lead to a higher rate of false positives or false negatives. This risk is not 
present if the hashing database is only comparing content at the digital level to identify 
exact duplicates. 

���Ʉ�$YDLODEOH�IURP���KWWSV���JLIFW�RUJ������������D�KXPDQ�ULJKWV�EDVHG�DSSURDFK�WR�SUHYHQWLQJ�
terrorist-and-violent-extremist-exploitation-of-the-internet/>.

���Ʉ�)DFHERRN�IRU�H[DPSOH�KDV�ȊRSHQ�VRXUFHGȋ�VRPH�RI�LWV�KDVKLQJ�WHFKQLTXHV�

���Ʉ Gorwa, R., Binns, R., & Katzenbach, C. (2020). Algorithmic content moderation: Technical and polit-
ical challenges in the automation of platform governance. Big Data & Society, 7(1), 2053951719897945. 
<https://doi.org/10.1177/2053951719897945>.
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The comparative strengths and limitations of the GIFCT shared hash database are a useful 
illustration that: 

• a range of techniques will be required when it comes to automated content moder-
ation systems; 

• WKHUH�ZLOO�EH�WUDGH�R΍V�LQ�KRZ�WKHVH�V\VWHPV�RSHUDWH��DQG�

• appropriate human oversight and auditing of those socio-technical systems will be 
LPSRUWDQW�IRU�HQVXULQJ�RQJRLQJ�WUXVW�DQG�FRQȴGHQFH�LQ�WKRVH�V\VWHPV��

DEVELOPMENT OF CHRISTCHURCH CALL AND EU CRISIS RESPONSE 
PROTOCOLS
After the 15 March terror attacks, GIFCT and various governments collaborated to formu-
ODWH�WZR�VKDUHG�FULVLV�UHVSRQVH�SURWRFROV��7KH�ȴUVW�SURWRFRO�UHODWHV�WR�WKH�&KULVWFKXUFK�
Call and the second relates to the European Union. These response protocols are comple-
mentary to the Content Incident Protocol (CIP), but remain separate. The CIP is restricted 
to the tech platforms themselves.

7KH�IXOO�GHWDLOV�RI�WKH�&ULVLV�5HVSRQVH�3URWRFROV�DUH�FRQȴGHQWLDO��ΖQ�JHQHUDO��WKH\�IRFXV�RQ�
formalising standards of what constitutes an “incident”, implementing a response process 
for such incidents, and opening communication lines between the platforms and with 
JRYHUQPHQW�DFWRUV�LQ�RUGHU�WR�PDNH�DQ\�UHVSRQVH�PRUH�H΍HFWLYH��7KHUH�LV�OLWWOH�SXEOLFO\�
available data about the Crisis Response Protocols, including when they have been fol-
lowed or not.

As a supplement to the narrower CIP, the Crisis Response Protocols will play an important 
part in responding to any OCC that does not meet the threshold for CIP activation.

We also note that the platforms continue to run their normal content moderation process-
es, irrespective of whether measures like the CIP or Crisis Response Protocol are engaged. 
For example, Facebook independently removed the account of the Nakhon Ratchasima 
perpetrator, including the livestream and all other content he had generated. 

Greater transparency around the Crisis Response Protocols would be useful, however 
ZH�DFNQRZOHGJH�WKDW�LW�LV�GLɝFXOW�WR�IDFLOLWDWH�DFFHVV�DQG�DXGLWLQJ�RI�WKHVH�SURWRFROV�E\�
external parties because of their role in responding to crisis conditions and their role in 
law enforcement.  

The Christchurch Call Shared Crisis Response Protocol is opted-into by signing on to the 
Christchurch Call. To our knowledge, the protocol is not applied to countries who are not 
VLJQDWRULHV��7KLV�GHFUHDVHV�WKH�SURWRFROȇV�H΍HFWLYHQHVV�WR�WKH�H[WHQW�WKDW�LW�PD\�QRW�DFW�
as a measure to suppress the distribution of objectionable content in some countries. 
We are not in a position to suggest that membership of the Christchurch Call or access to 
its Crisis Response Protocols should be expanded. That is because access to the Call and 
the protocols is limited to countries that sign up to the values of the Christchurch Call. If 
countries are unable to demonstrate a commitment to these values, then the Call’s values 
probably should not be compromised solely in order to expand membership. 
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Less direct measures for mitigating an OCC
ΖQ� RXU� DVVHVVPHQW�� WKH�PXOWL�VWDNHKROGHU� FROODERUDWLYH� H΍RUWV� RXWOLQHG� LQ� WKH� VHFWLRQ�
DERYH�DUH�PRVW�OLNHO\�WR�EH�H΍HFWLYH�DW�SUHYHQWLQJ�RU�PLWLJDWLQJ�DQ�2&&��ΖQ�WKLV�VHFWLRQ�ZH�
describe a range of other measures that could be relevant to investor decision-making 
and do play some role in mitigating an OCC. However, our conclusion is that these mea-
sures play a less direct role in responding to the unique conditions faced during an OCC.

CONTENT MODERATION SYSTEMS: ONGOING REFINEMENTS, STUDY, 
AND RESOURCING
&RQWHQW�PRGHUDWLRQ�E\� WKH�SODWIRUPV� LV�QHFHVVDU\�EXW�QRW�VXɝFLHQW� IRU�UHVSRQGLQJ�WR�
an OCC. At the time of the attacks, each of the platforms deployed a variety of content 
moderation systems to limit the appearance of objectionable content on its application or 
website. These systems involved both humans and computer systems working in cooper-
ation to moderate content. 

%HIRUH�FRQWHQW�FDQ�EH�DFWHG�XSRQ�GXULQJ�DQ�2&&��LW�PXVW�ȴUVW�����FRPH�WR�WKH�DWWHQWLRQ�RI�
FRQWHQW�PRGHUDWRUV�WKURXJK�PDQXDO�RU�DXWRPDWHG�ȊȵDJJLQJȋ�SURFHVVHV��WKHQ�����EH�FODV-
VLȴHG�DFFRUGLQJ�WR�UHOHYDQW�SROLFLHV��2QO\�WKHQ�����FDQ�DQ\�GXSOLFDWH�RU�VXɝFLHQWO\�VLPLODU�
PDWHULDO�EH�DXWRPDWHGO\�LGHQWLȴHG��PDWFKHG��DQG�VXEMHFW�WR�D�PRGHUDWLRQ�DFWLRQ��

Many of the initiatives announced by the platforms since the OCC contribute to the en-
hancement of those three steps in the content moderation process. These include im-
provements to the resourcing, technologies, or procedures that relate to: 

• human processes of content moderation; 

• technological processes of content moderation; 

• clarifying policies applied during content moderation or revising those policies to 
DOWHU�WKHLU�LQWHQGHG�H΍HFW��DQG�

• implementing triage mechanisms which bring content to the attention of modera-
tors more quickly. 

While broad improvements to content moderation systems will play a fundamental role in 
SUHYHQWLQJ�RU�PLWLJDWLQJ�DQ�2&&��WKH\�DUH�LQVXɝFLHQW�GXULQJ�VXFK�H[WUHPH�FLUFXPVWDQFHV��
%HFDXVH�RI�WKHVH�ȴQGLQJV��ZH�KDYH�FRQFOXGHG�WKHUH�LV�OLPLWHG�PHULW�WR�FDWDORJXLQJ�DQG�
analysing each change to content moderation systems made by the platforms that may 
have some bearing on responding to an OCC, and have not included such a catalogue in 
this report. There are also a range of pragmatic reasons, listed below, why such an assess-
ment would be of limited value. We explain these reasons because they also illustrate why 
the regulatory approaches we recommend in Part 2 are desirable, because they would 
facilitate this kind of cataloguing exercise: 

• 7R�FDWDORJXH�VXFK�FKDQJHV�H΍HFWLYHO\�ZRXOG�UHTXLUH�DFFRXQWLQJ�IRU�PLQRU�FKDQJHV�
to content moderation policies and practices which are not publicly available to out-
side groups for scrutiny. 

• To catalogue each change would require us to account for the wide range of im-
provements being incorporated through the platforms’ research in machine learn-
LQJ�DQG�RWKHU�DXWRPDWHG�WHFKQLTXHV��ΖQ�UHDOLW\��HDFK�SODWIRUP�XVHV�PXOWLSOH�GL΍HU-
ent machine learning models to recommend and moderate content.
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• There is no way of forecasting the impact of many such changes, which frequently 
are not solely related to an OCC, as the core subject of our investigation. 

• External transparency reporting does not assist and the volume of such reporting 
LV�VLJQLȴFDQW��7KH�SODWIRUPV�IUHTXHQWO\�R΍HU�PHWULFV�WR�LQGLFDWH�KRZ�PXFK�FRQWHQW�
they are removing, and what proportion of those removals occur before any person 
has been exposed to that content. Unfortunately, this information is often unhelpful 
without further context. 

• (YHQ�LI�VXɝFLHQW�GDWD�FRXOG�EH�LGHQWLȴHG�WR�XQGHUVWDQG�KRZ�FRQWHQW�LV�EHLQJ�PRG-
erated, investigators would need a previous baseline against which that data could 
EH�DVVHVVHG��ΖW�LV�GLɝFXOW�WR�IRUPXODWH�D�EDVHOLQH�IRU�DVVHVVPHQW�ZKHQ�WKH�VFRSH�RI�
the platforms’ policies is constantly changing. 

• (TXDOO\�� LW� LV� GLɝFXOW� WR� DVVHVV� WKH� SODWIRUPV� FRQWHQW� PRGHUDWLRQ� H΍RUWV� E\�
comparing them with other bodies (for example, other platforms, or other content 
moderation and censorship bodies). The scale of the companies is enormous and 
their products are unique (noting many of the platforms have more than one 
SURGXFW� UHTXLULQJ� FRQWHQW� PRGHUDWLRQ��� ΖW� ZRXOG� EH� GLɝFXOW� WR� ȴQG� UHDVRQDEOH�
comparison organisations whose performance could act as a comparative standard 
for assessment. 

Accordingly, cataloguing such changes cannot be reasonably completed within the scope 
of the existing project, and regardless, would be of limited value. Nonetheless, we ac-
NQRZOHGJH�WKDW�WKH�SODWIRUPV�KDYH�PDGH�LPSRUWDQW�H΍RUWV�WR�LQFUHDVH�WKH�WUDQVSDUHQF\�
of their content moderation interventions.

ΖI�WKH�LQYHVWRU�JURXS�ZLVKHV�WR�PRQLWRU�WKH�H΍HFWLYHQHVV�RI�FRQWHQW�PRGHUDWLRQ�FKDQJ-
es over time, the best ways of doing this are by seeking out existing audits of platforms’ 
self-assessments through independent bodies, or critical analysis by independent re-
searchers.30 This is one reason why, in Part 2, we endorse regulatory approaches which 
enhance transparency and standardise reporting on how content moderation is being 
conducted. 

It is important to bear in mind that much of the public commentary about failures in con-
tent moderation relate to individual cases: these are only a loose indicator of whether the 
platforms are moderating content correctly according to their policies at scale. Further, 
they are often reported in news media or on social media in ways that do not give a full 
appreciation of either the relevant policies involved, or the full facts of the individual case, 
nor whether complaints and reporting processes were followed by the complainant. We 
therefore caution against pointing to individual failures of content moderation systems as 
EHLQJ�HYLGHQFH�RI�ZLGHU�V\VWHPLF�ȵDZV�ZLWKRXW�FDUHIXO�LQYHVWLJDWLRQ�

THE IMPACT OF FURTHER RESEARCH AND RESEARCH FUNDING
$OO�WKH�SODWIRUPV�KDYH�FRPPLWWHG�VLJQLȴFDQW�UHVHDUFK�IXQGLQJ�WRZDUG�WHFKQLFDO�DQG�VRFLDO�
methods of countering violent extremism, and towards countering extremist use of tech-
nology platforms. In addition, the platforms are heavily invested in the development of 
DUWLȴFLDO� LQWHOOLJHQFH�WHFKQLTXHV�WKDW�PLJKW�HQKDQFH�WKHLU�DELOLW\�WR�DXWRPDWLFDOO\�GHWHFW�
and classify content with greater accuracy and speed. 

���Ʉ�:H�QRWH�WKH�UROH�RI�WKH�DVVHVVPHQW�SURFHVVHV�WKURXJK�WKH�*OREDO�1HWZRUN�ΖQLWLDWLYH�DQG�WKH�(8�
Code of Conduct on Illegal Hate Speech, discussed elsewhere in this report.
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GIFCT is also undertaking research through research partnerships with its own research 
QHWZRUN� �*1(7���DQG�RWKHU� LQGHSHQGHQW�UHVHDUFK�ERGLHV��:KLOH�ZH�DUH�XQDEOH�WR�R΍HU�
meaningful comment on whether the overall level of funding contributed is adequate, we 
note that this funding has led to a substantial body of research. 

We observed frequent calls to improve researcher access to the platforms for research 
purposes. The investor group could consider adding its support to these calls for en-
hanced research access.

COMMENT ON POLICIES THAT LIMIT ACCESS TO LIVESTREAMING 
SERVICES
Both Facebook and YouTube implemented new policies that restrict access to livestream-
LQJ�RQ�WKHLU�SODWIRUPV�XQGHU�FHUWDLQ�FRQGLWLRQV��:H�KDYH�ORZ�FRQȴGHQFH�WKDW�WKHVH�PHD-
sures will prevent future OCC, materially reduce the scale of a future OCC, or prevent the 
platforms from otherwise being exploited to disseminate objectionable content during an 
OCC. In particular, we draw attention to comments made by Facebook’s Head of Global 
Policy, Nick Clegg, regarding Facebook’s “one strike” livestream restrictions. At the 2019 
Christchurch Call summit meeting in Paris, Clegg said that:31 

Those restrictions, if they had been in place at the time of the Christchurch atrocity, would 
have prevented the terrorist from using his live account on that day.

We found no information in the report of the New Zealand Royal Commission of Inquiry 
into the attacks to suggest that any of the individual’s activity on Facebook was found to 
have breached Facebook policies in the lead-in to the 15 March terror attacks.32 We cannot 
see how Clegg’s claim can be correct unless it is based on information that is not publicly 
available – for example, information held by Facebook that the individual was sanctioned 
for a breach of serious policy in the weeks or months preceding the attack. Unless such 
a sanction occurred, the one strike policy would not have prevented the individual from 
PDNLQJ�XVH�RI�)DFHERRN�/LYH�33 

$V�VXFK��LW�LV�QRW�SRVVLEOH�WR�FRQFOXGH�WKDW�WKH�QHZ�)DFHERRN�/LYH�SROLF\�ZRXOG�KDYH�SUH-
vented the terrorist’s ability to livestream the attacks as he did. Subsequently, we con-
clude that the policy would not prevent a future OCC in materially similar circumstances, 
WKRXJK�LW�PD\�KDYH�D�SUHYHQWDWLYH�RU�PLWLJDWLQJ�H΍HFW�LQ�GL΍HUHQW�FLUFXPVWDQFHV�

���Ʉ�Ȇ)DFHERRN�6D\V�1HZ�5XOH�:RXOG�+DYH�6WRSSHG�&KULVWFKXUFK�6KRRWHU�/LYHVWUHDPLQJȇ��6WX΍�����
0D\��������KWWSV���ZZZ�VWX΍�FR�Q]�QDWLRQDO�SROLWLFV�����������IDFHERRN�VD\V�QHZ�UXOH�ZRXOG�KDYH�
stopped-christchurch-shooter-livestreaming> accessed 14 April 2021.

���Ʉ�:H�QRWH�WKH�5R\DO�&RPPLVVLRQ�DOVR�FORVHO\�DQDO\VHG�WKH�LQGLYLGXDOȇV�)DFHERRN�DFWLYLW\�DQG�FRQ-
FOXGHG�WKDW�KLV�DFWLYLW\�ZRXOG�QRW�KDYH�MXVWLȴHG�HVFDODWLRQ�E\�HLWKHU�1HZ�=HDODQG�LQWHOOLJHQFH�DJHQFLHV�
or Police. 

���Ʉ�7KLV�QHZ�SROLF\�H΍HFWLYHO\�PHDQV�WKDW�D�EUHDFK�RI�DQ\�RI�)DFHERRNȇV�ȊPRVW�VHULRXV�SROLFLHVȋ�UHVXOWV�
LQ�WKH�XVHU�ORVLQJ�DFFHVV�WR�WKH�)DFHERRN�/LYH�VHUYLFH�IRU�D�VSHFLȴHG�SHULRG��Ȋ:H�ZLOO�QRZ�DSSO\�D�ȆRQH�
VWULNHȇ�SROLF\�WR�/LYH�LQ�FRQQHFWLRQ�ZLWK�D�EURDGHU�UDQJH�RI�R΍HQVHV��)URP�QRZ�RQ��DQ\RQH�ZKR�YLRODWHV�
RXU�PRVW�VHULRXV�SROLFLHV�ZLOO�EH�UHVWULFWHG�IURP�XVLQJ�/LYH�IRU�VHW�SHULRGV�RI�WLPH�Ȃ�IRU�H[DPSOH����GD\V�
Ȃ�VWDUWLQJ�RQ�WKHLU�ȴUVW�R΍HQVH��)RU�LQVWDQFH��VRPHRQH�ZKR�VKDUHV�D�OLQN�WR�D�VWDWHPHQW�IURP�D�WHUURULVW�
JURXS�ZLWK�QR�FRQWH[W�ZLOO�QRZ�EH�LPPHGLDWHO\�EORFNHG�IURP�XVLQJ�/LYH�IRU�D�VHW�SHULRG�RI�WLPH�ȋ
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7KH�SUHYHQWDWLYH�H΍HFW�RI�DQ\�SROLFLHV�WKDW�UHVWULFW�DFFHVV�WR�OLYHVWUHDPLQJ�IXQFWLRQV�ZLOO�
be diminished by the following: 

• It is possible that a potential perpetrator would be forewarned (by communication 
from Facebook informing them of their policy breach) that they are temporarily 
barred from livestreaming, and for what period of time.

• $�VXɝFLHQWO\�GHWHUPLQHG�SHUSHWUDWRU�FDQ�GHIHU�WKHLU�DWWDFN�XQWLO�DIWHU�D�WHPSRUDU\�
ban has expired.

• Many perpetrators will probably avoid committing any action that will breach a se-
ULRXV�SROLF\�� DQG� WKHUHIRUH�ZLOO� QHYHU�EH�EDQQHG� IURP� WKH�XVH�RI� )DFHERRN� /LYH��
For comparison, the Royal Commission noted the 15 March terrorist’s commitment 
to operational discipline, including conducting online activities in a way that would 
avoid suspicion or detection.

According to the Royal Commission, the 15 March terrorist had other popular lives-
tream-capable applications installed on his mobile device.34 Using these, he could have 
livestreamed elsewhere, with non-livestream versions of the video then able to be up-
loaded to the platforms for further dissemination in exactly the same way as occurred. 
We understand that the attacker used an intermediary application (intended for capturing 
user-generated sports videos) to record the video, rather than Facebook’s native lives-
treaming capabilities. In short, while livestream restrictions may prevent or delay some 
future attackers from livestreaming on the platforms, they do not prevent the upload of 
non-livestreamed copies of objectionable videos, or the use of the platforms to host links 
to livestreams on other parts of the internet.

When it comes to helping investors assess their position on restrictions on access to 
livestreaming, it is important to consider the human rights implications arising from any 
VLWXDWLRQ�ZKHUH� OLYHVWUHDPLQJ� LV�SUH�HPSWLYHO\� UHVWULFWHG�ZLWKRXW�ȴUVW�GHPRQVWUDWLQJ�D�
violation justifying that restriction. We do not endorse policies that restrict access to lives-
treaming arbitrarily. We expand on these factors in Part 2. 

Trade-o"s to consider when calling for further action
:H�FRQFOXGH�WKDW�WKH�SODWIRUPV�DUH�PDNLQJ�UHDVRQDEOH�H΍RUWV�WR�PLWLJDWH�WKH�VXFFHVV�RI�
future OCC. However, we are aware that the investor group may wish to call for further 
DFWLRQ��ΖQ�WKLV�VHFWLRQ��ZH�GHVFULEH�EURDGO\�ZKDW�WKRVH�IXUWKHU�DFWLRQV�PLJKW�EH�DQG�EULHȵ\�
RXWOLQH�WKH�WUDGH�R΍V�LQWURGXFHG�E\�DGYRFDWLQJ�IRU�VXFK�DFWLRQV�

CALLS FOR INCREASING AUTOMATED CLASSIFICATION IN CONTENT 
MODERATION
7KH�SODWIRUPV�XVH�DXWRPDWLRQ�LQ�VHYHUDO�GL΍HUHQW�ZD\V�IRU�FRQWHQW�PRGHUDWLRQ�SXUSRVHV��
In the simplest sense they use it for matching digitally identical content with content that 
KDV�SUHYLRXVO\�EHHQ�FODVVLȴHG�DV�REMHFWLRQDEOH�E\�D�KXPDQ�PRGHUDWRU��VR�WKDW�DOO�LGHQWL-
cal copies can be blocked at upload thereafter by the automated tools. 

���Ʉ�5HSRUW�RI�WKH�5R\DO�&RPPLVVLRQ�RI�ΖQTXLU\�LQWR�WKH�7HUURULVW�$WWDFN�RQ�&KULVWFKXUFK�0RVTXHV�RQ�
15 March 2019 at p 228.
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7KLV�NLQG�RI�DXWRPDWLRQ�KDV�D�UHODWLYHO\�QDUURZ�IXQFWLRQ�IRU�ZKLFK�LW�LV�KLJKO\�H΍HFWLYH��$�
major limitation of such tools is that they cannot act upon a novel piece of content until 
LW�KDV�DSSHDUHG�RQ�RQH�RI�WKH�SODWIRUPV�DQG�EHHQ�FODVVLȴHG�E\�D�KXPDQ�PRGHUDWRU��ΖQ�
this sense, they are inherently reactive tools. Somebody, somewhere must see the new 
objectionable content after it is uploaded.

However, the platforms also deploy automated tools for more complicated moderation 
tasks. In particular, the platforms use automated tools that classify new content as ob-
jectionable. Theoretically, these kinds of tools can prevent novel objectionable content 
from ever being uploaded to the platforms. Alternatively, even where such tools may not 
SUHYHQW�LQLWLDO�XSORDG��WKH\�VWLOO�FDQ�H[SHGLWH�WKH�FODVVLȴFDWLRQ�WLPH�GHOD\�E\�ȴOWHULQJ�IRU�
new content which probabilistically might be objectionable, so that it can receive faster 
assessment by a human content moderator.

7KLV�ODWWHU�NLQG�RI�DXWRPDWLRQ�Ȃ�ZKLFK�ZH�ORRVHO\�UHIHU�WR�DV�WRROV�RI�FODVVLȴFDWLRQ�Ȃ�R΍HUV�
JUHDWHU�SUHYHQWDWLYH�SRWHQWLDO��EXW�DW�WKH�SULFH�RI�VLJQLȴFDQW�WUDGH�R΍V��&KLHI�DPRQJ�WKHVH�
WUDGH�R΍V�LV�WKH�ULVN�RI�LQDFFXUDFLHV��ΖQDFFXUDF\�PD\�RFFXU�LQ�WKH�IRUP�RI�IDOVH�QHJDWLYHV�
– i.e., the tool fails to detect that a novel piece of content is objectionable, and thus allows 
it onto the platform. This reduces both the reliability and the preventative potential of the 
automation, though it still may be useful in conjunction with other content moderation 
methods that utilise human judgment.

Inaccuracy may also occur in the form of false positives – i.e., the tool erroneously treats 
non-objectionable content as if it is objectionable, resulting in it being blocked at the point 
RI�XSORDG�RU�DXWRPDWLFDOO\�UHPRYHG�DW�VRPH�ODWHU�SRLQW��7KLV�WUDGH�R΍�LV�DUJXDEO\�PRUH�
SHUQLFLRXV��ΖW�KDV�VLJQLȴFDQW�KXPDQ�ULJKWV�UDPLȴFDWLRQV��DQG�FDQ�XQGHUPLQH�DVSHFWV�RI�
the platforms’ core value to their users.

7KH�VLPSOHVW�H[SODQDWLRQ�IRU�ZK\�WKHVH�WUDGH�R΍V�DUH�GLɝFXOW�WR�PLWLJDWH�LV�WKDW�LW�LV�GLI-
ȴFXOW�IRU�FRPSXWHU�V\VWHPV�WR�DFFXUDWHO\�FODVVLI\�FRQWHQW��HVSHFLDOO\�ZKHUH�FRQWHQW�PRG-
eration standards require human judgement, or are vague or ambiguous. Accurate clas-
VLȴFDWLRQ�JHQHUDOO\�UHTXLUHV�D�QXDQFHG�MXGJPHQW�RI�WKH�VHPDQWLF�FRQWHQW�RI�DXGLR�YLVXDO�
documents, including their meaning in context. Automated tools are currently poor at 
this, and it is even harder for them to appropriately weigh the context in which content is 
being shared, commented on, critiqued, etc.

ΖQ�VKRUW��ZKLOH�LPSURYHG�DXWRPDWLRQ�LV�D�MXVWLȴDEO\�LPSRUWDQW�SDUW�RI�WKH�IXWXUH�RI�FRQWHQW�
moderation systems, there are serious risks to asking the platforms to do too much with 
tools that are inadequate for the purpose. Furthermore, automated systems for content 
PRGHUDWLRQ� WKDW�XVH�DUWLȴFLDO� LQWHOOLJHQFH� WHFKQLTXHV�DUH� VXEMHFW� WR� WKH� VDPH�NLQGV�RI�
FRQVLGHUDWLRQV�DV�DQ\�$Ζ�V\VWHP��ΖQ�SDUWLFXODU��WKH\�PD\�EH�ELDVHG�LQ�ZD\V�WKDW�UHȵHFW�WKH�
VRFLDO�RU�RWKHU�ELDVHV�RI�WKH�SHRSOH�FUHDWLQJ�WKHP��DQG�PD\�KDYH�GLVFULPLQDWRU\�H΍HFWV�

The key takeaway for investors is that automation and the use of algorithmic systems are 
LQHYLWDEOH�DQG�QHFHVVDU\�IRU�WKH�SODWIRUPV�WR�RSHUDWH��+RZHYHU��DXWRPDWLRQ�KDV�ȵDZV��LW�
requires appropriate human oversight and should not be uncritically endorsed given the 
ULVNV�DQG�WUDGH�R΍V�LW�FUHDWHV��7R�WKH�H[WHQW�WKDW�UHJXODWRU\�DSSURDFKHV�UHTXLUH�WKH�XVH�
of automated content moderation techniques in order to remove content rapidly, this 
FUHDWHV�VLJQLȴFDQW�ULVNV�RI�IDOVH�SRVLWLYH�WDNH�GRZQV��RU�WDNH�GRZQV�ZKLFK�DUH�WRR�UDSLG�
to account for complex contextual and legal considerations. There is wide consensus that 
VRPH�UHJXODWRUV�DUH�SODFLQJ�WRR�PXFK�FRQȴGHQFH�LQ�WKH�SODWIRUPVȇ�DELOLW\�WR�XVH�DXWRPDW-
ed tools. 
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CALLS FOR GREATER TRANSPARENCY AROUND CONTENT MODERATION
At the outset, we note that some of the platforms have begun providing better transpar-
ency and access to some of their internal operations and statistics around matters ma-
terial to prevention of OCC. Nonetheless, one of the most common criticisms of many of 
the measures taken by the platforms (including the GIFCT) is a lack of transparency. There 
are many instances where information, data, and statistics provided by the platforms may 
sound impressive at face value, but are meaningless without further contextualisation 
within wider datasets that are not made available for public scrutiny. This problem is sum-
marised below by Evelyn Douek:35

Companies similarly appealed to the legitimacy of the GIFCT in the wake of the Christchurch 
PDVVDFUH�DV�HYLGHQFH�RI�WKHLU�FRPPLWPHQW�WR�ȴJKWLQJ�WKH�VSUHDG�RI�YLROHQW�IRRWDJH��%XW�
when GIFCT members boasted that they had added over 800 new hashes to the database, 
there was no way to verify what this meant or whether it was a good marker of success. 
There was, for example, no way to know if these included legitimate media reports that 
used snippets of the footage, or completely erroneous content, or what proportion of the 
YDULDQWV� RI� IRRWDJH� XSORDGHG� WKH� ȴJXUH� UHSUHVHQWHG�� 7KHVH� GHȴFLHQFLHV� UHSHDWHG� WKHP-
selves in the wake of the Halle livestream, even as the platforms were congratulated for 
WKHLU�H΍HFWLYH�UHVSRQVH�

This does not mean that the platforms are totally opaque. They allow themselves to be au-
GLWHG�E\�H[WHUQDO�LQVWLWXWLRQV��VSHFLȴFDOO\��WKH�*OREDO�1HWZRUN�ΖQLWLDWLYH��DQG�WKH�(8�ΖQWHU-
net Forum. The GNI is a network of companies that commit to a set of principles, against 
which they are assessed every two years.36 These principles are comprehensive, but by 
way of illustration, they include the following:

• “All human rights are indivisible, interdependent, and interrelated: the improve-
ment of one right facilitates advancement of the others; the deprivation of one right 
DGYHUVHO\�D΍HFWV�RWKHUV��)UHHGRP�RI�H[SUHVVLRQ�DQG�SULYDF\�DUH�DQ�H[SOLFLW�SDUW�RI�
this international framework of human rights and are enabling rights that facilitate 
the meaningful realization of other human rights.”

• Ȋ7KH�GXW\�RI�JRYHUQPHQWV�WR�UHVSHFW��SURWHFW��SURPRWH�DQG�IXOȴO�KXPDQ�ULJKWV�LV�WKH�
foundation of this human rights framework. That duty includes ensuring that na-
tional laws, regulations and policies are consistent with international human rights 
laws and standards on freedom of expression and privacy.”

• “ICT companies have the responsibility to respect and  promote the freedom of 
expression and privacy rights of their users. … The collaboration between the ICT 
industry, investors, civil society organizations, academics and other stakeholders 
FDQ�VWUHQJWKHQ�H΍RUWV�WR�ZRUN�ZLWK�JRYHUQPHQWV�WR�DGYDQFH�IUHHGRP�RI�H[SUHVVLRQ�
and privacy globally.”

The GNI principles also refer to and rely on the importance of: the right to privacy; the right 
to freedom of expression; the importance of responsible decision-making by companies; 
and the importance of multi-stakeholder collaboration. The principles also emphasise the 
importance of governance structures that support the purpose and implementation of 

���Ʉ�'RXHN��(�Ȇ7KH�5LVH�RI�&RQWHQW�&DUWHOVȇ�>����@�6651�(OHFWURQLF�-RXUQDO��KWWSV���ZZZ�VVUQ�FRP�DE-
stract=3572309> accessed 31 March 2021.

���Ʉ�7KH�*1Ζ�KDV�EHHQ�FLWHG�ZLWK�DSSURYDO�E\�WKH�81�6SHFLDO�5DSSRUWHXU�IRU�)UHHGRP�RI�([SUHVVLRQ�
with companies advised to engage with the GN’s processes.
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the principles, hold company governance accountable, and demonstrate compliance with 
the principles through independent assessment and evaluation, and systems of transpar-
ency with the public. 

7KH�*1Ζ�DVVHVVPHQW�SURFHVV�LWVHOI�LV�FRQȴGHQWLDO��EXW�WKHUH�DUH�D�UDQJH�RI�UHSRUWV�DYDLODEOH�
documenting those assessments. We note that the Electronic Frontier Foundation has re-
MHFWHG�WKHVH�DXGLWV�DV�LQVXɝFLHQW��JLYHQ�WKDW�WKH\�IDLOHG�WR�GLVFORVH�WKH�SODWIRUP�JRYHUQ-
ment collaborations which were later revealed by Edward Snowden.37

The EU also has a Code of Conduct on Countering Illegal Hate Speech Online, which relates 
to the establishment of a body called the EU Internet Forum in December 2015. The Code 
was agreed upon Facebook, Microsoft, Twitter and YouTube in May 2016. The Code’s im-
plementation “is evaluated through a regular monitoring exercise set up in collaboration 
ZLWK�D�QHWZRUN�RI�RUJDQLVDWLRQV�ORFDWHG�LQ�WKH�GL΍HUHQW�(8�FRXQWULHV��8VLQJ�D�FRPPRQO\�
agreed methodology, these organisations test how the IT companies are implementing 
the commitments in the Code.”38�7KH�ȴIWK�PRQLWRULQJ�URXQG�FRQFOXGHG�LQ�-XQH�������$F-
cording to the EU, “the Code of Conduct is delivering continuous progress: the last eval-
XDWLRQ�VKRZV�WKDW�RQ�DYHUDJH�WKH�FRPSDQLHV�DUH�QRZ�DVVHVVLQJ�����RI�ȵDJJHG�FRQWHQW�
ZLWKLQ����KRXUV�DQG�����RI� WKH�FRQWHQW�GHHPHG� LOOHJDO�KDWH�VSHHFK� LV�UHPRYHG�ȋ39 We 
note that the secrecy surrounding the development of this code has been criticised.40

In general, we support measures that enhance transparency and access to the platforms 
on matters material to the prevention and mitigation of future OCC. However, these must 
be balanced against the risk that individuals could use such information to circumvent 
the platform’s content moderation systems. Perpetrators, accomplices, and a wider set of 
internet users can and will leverage transparency around the platforms’ systems in ways 
that exploit the weaknesses in those systems. In particular, it is well known that extreme 
right-wing movements deliberately communicate online in ways that disguise, misdirect, 
or otherwise insulate them from detection and moderation.41 Some of this communica-
WLRQ�LV�VWUDWHJLFDOO\�GHVLJQHG�WR�DWWDFN�FRQWHQW�PRGHUDWLRQ�H΍RUWV�DQG�XQGHUPLQH�WKHP�LQ�
the eyes of the public. 

CALLS TO CEASE SERVICE IN A CRISIS
The scale of an OCC would be drastically mitigated if the platforms universally ceased pro-
viding services for the duration of an attack. There is a growing international trend where 
states block access to social media or to the internet during violent crises. For example, 
WKH�6UL�/DQNDQ�JRYHUQPHQW�EORFNHG�DFFHVV� WR�VRFLDO�PHGLD�GXULQJ�D�VHULHV�RI�ERPELQJ�

���Ʉ�Ȇ*1Ζ�5HVLJQDWLRQ�/HWWHUȇ��(OHFWURQLF�)URQWLHU�)RXQGDWLRQ����2FW���������KWWSV���ZZZ�H΍�RUJ�GRFX-
ment/gni-resignation-letter>.

���Ʉ�Ȇ7KH�(8�&RGH�RI�&RQGXFW�RQ�&RXQWHULQJ�ΖOOHJDO�+DWH�6SHHFK�2QOLQHȇ��(XURSHDQ�&RPPLVVLRQ���(XUR-
pean Commission) <https://ec.europa.eu/info/policies/justice-and-fundamental-rights/combatting-dis-
crimination/racism-and-xenophobia/eu-code-conduct-countering-illegal-hate-speech-online_en> 
accessed 1 April 2021.

���Ʉ�ΖELG�

���Ʉ�7KH�VDPH�DXWKRU�DWWULEXWHV�WKH�HVWDEOLVKPHQW�RI�WKH�*Ζ)&7�WR�WKH�SODWIRUPVȇ�DWWHPSWV�WR�FRPSO\�
with the European code. See: Gorwa, R., Binns, R., & Katzenbach, C. (2020). Algorithmic content moder-
ation: Technical and political challenges in the automation of platform governance. Big Data & Society, 
7(1), 2053951719897945. <https://doi.org/10.1177/2053951719897945>.

���Ʉ�7KH�5R\DO�&RPPLVVLRQȇV�UHSRUW�QRWHV�KRZ�ULJKW�ZLQJ�H[WUHPLVWV�XVH�KXPRXU�DQG�LURQ\�WR�GLVJXLVH�
their intentions. The shooter adopted such practices even in discussions with the Commission.
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attacks.42 However, this is not a proportionate response for many reasons and is opposed 
by human rights monitoring bodies. 

7RWDO�FHVVDWLRQ�RI�VHUYLFH�KDV�D�VXLWH�RI�VLJQLȴFDQW�WUDGH�R΍V��PRVW�REYLRXVO\�WKDW�SHRSOH�
use the platforms to communicate in times of crisis, and even to coordinate security and 
law enforcement responses. Cessation has not been seriously proposed by the platforms 
as a legitimate response to an OCC. Partial cessation of normal practice and procedure did 
take place in response to the Christchurch attacks. In particular, YouTube began to remove 
ODUJH�TXDQWLWLHV�RI�FRQWHQW�XVLQJ�DXWRPDWHG�V\VWHPV�ZLWKRXW�ȴUVW�DVVHVVLQJ�ZKHWKHU�DOO�RI�
LW�FRXOG�EH�MXVWLȴDEO\�FODVVLȴHG�DV�REMHFWLRQDEOH�43 Another factor to consider here is the 
way that cessation of service in a crisis could undermine crisis response and prevent the 
creation of evidence necessary for investigation criminal activity. For these reasons, total 
FHVVDWLRQ�RI�VHUYLFHV�LQ�UHVSRQVH�WR�DQ�2&&�UDLVHV�VLJQLȴFDQW�WUDGH�R΍V�ZKLFK�DUH�XQOLNHO\�
WR�EH�MXVWLȴHG�RU�SURSRUWLRQDWH��

CALLS FOR GREATER ADOPTION OF HUMAN RIGHTS PRINCIPLES IN 
CONTENT MODERATION 
We frequently encountered the suggestion that the platforms should place a greater em-
phasis on human rights throughout their governance structure, policies, and operations, 
and that this would contribute to preventing or minimising the scale of an OCC. We agree 
that the platforms should adopt human rights approaches to content moderation. Impor-
tantly, however, “taking a human rights approach” must not be misconstrued as a syn-
RQ\P�IRU�WRWDO�HOLPLQDWLRQ�RI�DOO�REMHFWLRQDEOH�FRQWHQW��KRZHYHU�GHȴQHG���RU�DV�D�V\QRQ\P�
for perfect content moderation according to a set of subjectively acceptable standards. 
We explain what it means to take a human rights approach in relation to content moder-
ation in Part 2.

Human rights approaches do not just protect the victims of attacks. They protect all 
people, including perpetrators and individuals who share objectionable content online. 
The right to freedom of expression is a human right, as is the right to privacy and freedom 
RI�DVVRFLDWLRQ��+XPDQ�ULJKWV�FDQ�DOVR�IUHTXHQWO\�FRQȵLFW�ZLWK�HDFK�RWKHU��PHDQLQJ�UHD-
VRQDEOH�SHRSOH�FDQ�UHDFK�GL΍HUHQW�FRQFOXVLRQV�RQ�KRZ�WKH\�DSSO\�44 The Facebook Over-
sight Board considers human rights instruments in its decisions and this has led at times 
WR�FRQȵLFWLQJ�FRQFOXVLRQV�EHWZHHQ�2YHUVLJKW�%RDUG�PHPEHUV��(TXDOO\��DOO�WKH�SODWIRUPV�
have some form of human rights input into their content moderation policies, processes 
RU�JRYHUQDQFH�DUUDQJHPHQWV�DQG�DUH�VXEMHFW� WR� WKH�8QLWHG�1DWLRQVȇ�2ɝFH�RI� WKH�+LJK�

���Ʉ�$PDUDVLQJDP�'$��Ȇ7XUQLQJ�WKH�7DS�2΍��7KH�ΖPSDFWV�RI�6RFLDO�0HGLD�6KXWGRZQ�$IWHU�6UL�/DQNDȇV�
(DVWHU�$WWDFNVȇ��*1(7���KWWSV���JQHW�UHVHDUFK�RUJ������������WXUQLQJ�WKH�WDS�R΍�WKH�LPSDFWV�RI�VRFLDO�
media-shutdown-after-sri-lankas-easter-attacks/> accessed 13 April 2021.

���Ʉ�Ȇ7KH�&KULVWFKXUFK�$WWDFNV��/LYHVWUHDP�7HUURU�LQ�WKH�9LUDO�9LGHR�$JHȇ��&RPEDWLQJ�7HUURULVP�&HQWHU�DW�
West Point, 18 July 2019) <https://ctc.usma.edu/christchurch-attacks-livestream-terror-viral-video-age/> 
accessed 14 April 2021.

���Ʉ�2Q����$SULO�������WKH�2YHUVLJKW�%RDUG�UHOHDVHG�DQRWKHU�GHFLVLRQ�GHDOLQJ�ZLWK�WKH�LQWHUVHFWLRQ�EH-
tween Facebook’s content moderation guidelines and international human rights law related to “zwarte 
Piet” (Case decision 2021-002-FB-UA): “Numerous human rights are implicated in this case beyond 
expression, including cultural rights, equality and non-discrimination, mental health, and the rights of 
children. The Board seeks to evaluate whether this content should be restored to Facebook through 
three lenses: Facebook’s Community Standards; the company’s values; and its human rights responsi-
ELOLWLHV��7KH�FRPSOH[LW\�RI�WKHVH�LVVXHV�DOORZV�UHDVRQDEOH�SHRSOH�WR�UHDFK�GL΍HUHQW�FRQFOXVLRQV��DQG�WKH�
Board was divided on this case.”
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Commission of Human Rights’ Guiding Principles on Business and Human Rights.45 

The key point is that a commitment to human rights does not always make content mod-
eration judgments simpler or less ambiguous, and can make them more challenging 
to apply and slower in a crisis. This is one complication of regulatory proposals that we 
review in Part 2, particularly Germany’s NetzDG and the Australian Abhorrent Violent Ma-
terial amendments. 

We also note that aggressive content moderation to remove objectionable content can 
have negative human rights impacts. Organisations focused on documenting human 
rights abuses, like The Syrian Archive and WITNESS, have conducted extensive interna-
tional advocacy on the way that the automated removal of content can result in the de-
struction of evidence of war crimes and other state-led abuses. Such evidence might oth-
erwise be used to protect human rights during prosecutions. Similar concerns can arise 
around the policies that curtail access to livestreaming services. For example, YouTube’s 
new policy preventing any user with less than 1000 subscribers from livestreaming from 
D�PRELOH�GHYLFH�H΍HFWLYHO\�SUHYHQWV�RUGLQDU\�LQGLYLGXDOV�IURP�EURDGFDVWLQJ�FRQWHPSRUD-
neous video record of a human rights abuse in progress – including video like that which 
recorded the death of people like Philando Castile and George Floyd at the hands of police 
RɝFHUV�

+XPDQ�ULJKWV�DV�D�FRQFHSW�DQG�OHJDO�GHYLFH�ȵRZ�IURP�WKHLU�KLVWRU\�DV�D�WRRO�WR�SURWHFW�
individuals from abuses by nation states.46 This history is essential context for any sug-
gestion that the platforms should be assisting nation states (whether voluntarily or by 
regulatory compulsion) to limit the human rights of individuals, for example by limiting 
freedom to express and receive information, limiting rights to privacy, or limiting rights of 
freedom of association. We touch upon this in greater detail in Part 2. 

CALLS TO ACCELERATE REGULATORY INTERVENTION
There is a growing recognition that asking large private tech platforms to be global con-
WHQW�PRGHUDWRUV�UDLVHV�GL΍HUHQW�NLQGV�RI�WUDGH�R΍V�IRU�IUHHGRP�RI�H[SUHVVLRQ�DQG�IRU�WKH�
platforms’ relationships with nation states, particularly given the platforms’ relationship 
with violent extremist content, polarising political content, allegations of election inter-
ference, and mis- and disinformation. The platforms are increasingly calling for guidance 
from nation states in the form of regulation, and states are also increasingly discussing 
proposals to regulate. 

In the long term, the platforms are poorly placed and ill-equipped to be making momen-
tous decisions about what expression is acceptable or not. The platforms have adopted 
this position themselves. This, in part, is what has led to the development of the Oversight 
Board by Facebook, and Twitter’s attempt to develop the de-centralised “Blue Sky” con-
tent moderation protocol. The question of how to moderate content at scale is very much 
an evolving matter of academic, political, and legal expertise. The development of this 
expertise, including required funding and access to the companies’ platforms, is a matter 
that investors could support. 

���Ʉ A comprehensive assessment of the way that the platforms have incorporated human rights 
instruments into their processes is beyond the scope of this assessment. 

���Ʉ�7KLV�LV�QRW�WR�GLVSXWH�WKDW�WKH�FRPSDQLHV�DUH�VXEMHFW�WR�KXPDQ�ULJKWV�LQVWUXPHQWV�DQG�VXEMHFW�WR�
obligations to protect human rights too, even though they are not nation states.
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We caution against perceiving regulation as a panacea in this area. Even if regulators 
decide to set content moderation standards themselves, this will not simplify the core 
WDVNV�UHTXLUHG�LQ�FRQWHQW�PRGHUDWLRQ��LQFOXGLQJ�GHWHFWLRQ��FODVVLȴFDWLRQ�DQG�LQWHUYHQWLRQ�
in content. If anything it may complicate this task by introducing a range of competing 
legal frameworks or vague and imprecise standards that generate legal and factual com-
plexity.

In Part 2, we explain in greater detail why we believe that regulation mandating particular 
VWDQGDUGV�IRU�ZKDW�FRQWHQW�PXVW�EH�PRGHUDWHG�DQG�KRZ�LV�XQOLNHO\�WR�EH�RI�VLJQLȴFDQW�
EHQHȴW��ΖQ�SDUWLFXODU��ZH�FRQFOXGH�WKDW��LQ�RUGHU�IRU�SODWIRUPV�WR�GHPRQVWUDWH�D�JHQXLQH�
commitment to a human rights approach, they may be required to push back against 
states that attempt to regulate their behaviour and introduce regulatory instruments that 
FRPSHO�WKHP�WR�DFW�LQ�ZD\V�WKDW�XQMXVWLȴDEO\�OLPLW�WKHLU�XVHUVȇ�KXPDQ�ULJKWV��

While platforms are not democratically well placed to declare standards of free speech, 
they are well placed to rapidly triage content of the kind that was disseminated around 15 
March 2019, and they have implemented mechanisms to rapidly intervene in such cases: 
in fact, they can intervene much faster than any government body could. For this reason, 
WKH\�ZLOO�DOZD\V�KDYH�D�VLJQLȴFDQW�UROH�WR�SOD\�LQ�JOREDO�FRQWHQW�PRGHUDWLRQ�DQG�WKH�PLWL-
gation of objectionable content crises.
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CONCLUSION TO PART 1
Summary
%URDGO\�VSHDNLQJ�� WKH�SODWIRUPV�KDYH�PDGH�UHDVRQDEOH�H΍RUWV� WR�PLWLJDWH� WKH�VFDOH�RI�
IXWXUH�2&&V��7KHVH�H΍RUWV�DUH� OLNHO\�WR�EH�KLJKO\�H΍HFWLYH�DW�PLWLJDWLQJ�WKH�VFDOH�RI�DQ�
OCC, even though we do not think that all future OCCs can be prevented entirely. While 
H΍HFWLYH��DOO�RI�WKH�PLWLJDWLRQ�PHDVXUHV�KDYH�WUDGH�R΍V�DQG�OLPLWDWLRQV��7KH�UHODWLRQVKLS�
EHWZHHQ� WKH� H΍HFWLYHQHVV� RI� WKHVH�PHDVXUHV� DQG� WKHLU� WUDGH�R΍V� DQG� OLPLWDWLRQV� LV� D�
PDWWHU�RI�RQJRLQJ�EDODQFH�DQG�UHȴQHPHQW��7KLV�ZLOO�EH�EHVW�HQKDQFHG�WKURXJK�LQYLWLQJ�
independent scrutiny and assessment. By way of summary and conclusion we note:

• Multi-platform collaborative measures play the greatest role in enabling platforms 
to rapidly classify and intervene in new objectionable content during an OCC. Con-
versely, multi-platform collaboration presents risks to human rights and requires 
measures to enhance auditability and transparency of such collaborations. 

• 7KH�PRVW� H΍HFWLYH�PHDVXUHV�RI� OLPLWLQJ� DQ�2&&�DUH�� WKH�*Ζ)&7�&RQWHQW� ΖQFLGHQW�
Protocol (CIP) and the GIFCT shared hash database. The greatest limitations of the 
CIP and the shared hash database are the ways they use automation to remove 
content rapidly, which creates avenues for potential abuse through collaboration 
with states, and must remain non-transparent in order to avoid gaming or abuse by 
perpetrators. 

• In situations where a crisis falls short of activating a CIP, the two response protocols 
developed by GIFCT in partnership with other bodies will play an important role, but 
LW�LV�GLɝFXOW�WR�DVVHVV�WKH�H΍HFWLYHQHVV�RI�WKHVH�UHVSRQVH�SURWRFROV�IURP�DQ�H[WHU-
nal perspective. 

• The platforms must remain focused on enhancing the speed with which they can 
reliably detect and classify content. For this reason, ongoing improvements in con-
tent moderation systems are an essential prerequisite for responding to an OCC. 
Importantly, the speed with which these systems can classify content should not 
come at undue cost to the accuracy and reliability of these systems, although some 
WUDGH�R΍V�DUH�LQHYLWDEOH��ΖQYHVWRUV�FRXOG�VXSSRUW�WKH�LPSURYHPHQW�RI�FRQWHQW�PRG-
eration systems by advocating for measures that enhance transparency and sup-
port the development of shared bodies of expertise in how content moderation is 
conducted at scale. 

We are skeptical of any suggestion that changes by the platforms to limit access to lives-
treaming services will play a strong impact on mitigating future OCCs, given the role of 
non-livestreamed content in the OCC related to the 15 March terror attacks. Further, the 
WUDGH�R΍V�RI�OLPLWLQJ�DFFHVV�WR�WKLV�WHFKQRORJ\�DUH�VLJQLȴFDQW�



33

Key insights for the investor group
What follows are key insights from Brainbox’s investigation into the kinds of mechanisms 
implemented by the platforms to respond to objectionable content crises (OCCs). 

• The platforms are content moderation businesses: some commentators go so far 
as to say that the platforms are not platforms without content moderation, in the 
sense that content moderation is and always has been an inherent feature of what 
it means to be “a platform”.47 We have concluded that the platforms’ core business 
DFWLYLW\�LV�DPSOLI\LQJ�DQG�VXSSUHVVLQJ�GL΍HUHQW�GLJLWDO�FRQWHQW��XVXDOO\�EDVHG�RQ�WKH�
LGHQWLȴHG�SUHIHUHQFHV�DQG� LQWHUHVWV�RI�XVHUV�48 the rules and preferences of each 
platform, as well as the requirements of domestic law.49 This will continue to be the 
case whether or not the platforms are ever subject to further State-based regula-
tion.

• There is no prospect that the platforms’ content moderation load will decrease, 
unless we see a large-scale transition away from public social media platforms 
toward end-to-end encrypted messaging platforms, which would diminish the plat-
forms’ user bases as well as limiting providers’ ability to moderate content in en-
crypted channels. So long as the platforms continue to host user-generated content, 
the requirement to conduct content moderation will continue. Further, to the extent 
that states begin to impose substantial penalties or other regulatory interventions 
WR�LQȵXHQFH�WKH�ZD\�WKH�SODWIRUPV�PRGHUDWH�FRQWHQW��WKLV�ZLOO�RQO\�LQFUHDVH�WKH�FRQ-
tent moderation burden on the companies. 

• Content moderation is a complex exercise that is only going to increase in complex-
ity. The platforms’ successes in moderating content according to various standards 
XVLQJ�PDQXDO� DQG� DXWRPDWHG� WHFKQLTXHV� ZLOO� EH� D� VLJQLȴFDQW� LQȵXHQFH� RQ� WKHLU�
long-term social, political and economic impacts. 

• ΖW�LV�LPSRUWDQW�WR�EH�FULWLFDO�RI�GHFRQWH[WXDOLVHG�SHUFHQWDJHV�RU�QXPEHUV�R΍HUHG�E\�
the platforms to illustrate how they are conducting content moderation. 

o This includes statistics intended to illustrate the scale of content moderation 
H΍RUWV�RU� WKH�VXFFHVV�RI� WKRVH�H΍RUWV�EXW�ZKLFK�ZLWKKROG�DQ\� LQGLFDWLRQ�RI�
SURSRUWLRQ�RU�H΍HFWLYHQHVV��)RU�H[DPSOH��ZKLOH�WKH�SODWIRUPV�PD\�YROXQWHHU�
statistics around the raw number of hashes in their database, this number 
is meaningless without further information. The same is true for percentage 
FODLPV�R΍HUHG�E\�WKH�SODWIRUPV��ZKHUH�����RU�HYHQ�OHVV�WKDQ�����PD\�VWLOO�EH�
a number measured in thousands or millions.

o When presented with metrics used in reporting on content moderation, it 
LV�LPSRUWDQW�WR�UHTXHVW�FODULȴFDWLRQ�DQG�GHWDLO��SDUWLFXODUO\�GXULQJ�DQ�DWWDFN��
For example, Facebook refers to “1.5 million re-uploads” in the days following 
the Christchurch attacks as an indication of the scale of the challenge they 
ZHUH� IDFLQJ�� %XW� WKLV� PHWULF� FRXOG� EH� LQWHUSUHWHG� LQ� GL΍HUHQW� ZD\V�� VRPH�

���Ʉ  Gillespie, Tarleton (2018) Custodians of the Internet. Yale University Press. Kindle Edition.

���Ʉ�3ODWIRUPV�DLP�WR�XQGHUVWDQG�XVHUVȇ�SUHIHUHQFHV�DQG�LQWHUHVWV�IURP�WUDFNLQJ�WKHLU�RQOLQH�DFWLYLW\�
within and outside of the platforms.

���Ʉ�$GYHUWLVLQJ�OHDGV�DUH�WKHQ�VROG�EDVHG�RQ�WKH�YDOXH�RI�SULYLOHJHG�DFFHVV�WR�SRWHQWLDO�FXVWRPHUV��7KH�
FRPSDUDWLYH�YDOXH�R΍HUHG�RI�DGYHUWLVLQJ�WKURXJK�WKH�SODWIRUPV�LV�VXSHULRU�SUHFLVLRQ��IUHTXHQF\��IDPLO-
LDULW\��DQG�TXDQWLȴDELOLW\��'DWD�DERXW�XVHU�RQOLQH�DFWLYLW\�DQG�SUHIHUHQFHV�LV�DOVR�D�YDOXDEOH�FRPPRGLW\�
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LQWHUSUHWDWLRQV�RI�WKLV�PHWULF�UHȵHFW�ZHOO�RQ�)DFHERRN��ZKHUHDV�RWKHUV�PLJKW�
QRW�� ([WHUQDO� REVHUYHUV� ZRXOG� EHQHȴW� IURP� XQGHUVWDQGLQJ� ZKDW� )DFHERRN�
means when it posits particular metrics, including what those metrics repre-
sent and how they are calculated. 

• From a long-term perspective, the greatest threats to the success of the kinds of 
automated cross-platform content moderation tools used by GIFCT will relate to the 
transparency, fairness, and de-politicisation of those systems.50 We support any ini-
tiatives that contribute toward demonstrating those systems are transparent, fair, 
and de-politicised (and we would add, deferent toward human rights principles). 
7KH�SODWIRUPV�ZLOO� QHHG� WR� WDNH� DɝUPDWLYH� VWHSV� WR� JHQHUDWH� FRQȴGHQFH� DPRQJ�
regulators and the public in their collaborations in these areas. There is some indi-
FDWLRQ�WKDW�WKH\�DUH�DQWLFLSDWLQJ�WKLV�QHHG��ZLWK�VLJQLȴFDQW�UHVHDUFK�IXQGLQJ�EHLQJ�
made available to independent researchers to study such topics.

• We encourage more proactive consideration of how reporting on content modera-
WLRQ�DFWLYLWLHV�PLJKW�EH�DXGLWHG�E\�UHOLDEO\�LQGHSHQGHQW�JURXSV�ȃ�WKLV�LV�UHȵHFWHG�LQ�
our recommendations in Part 2 (regulation). There is also merit to initiatives that en-
hance the transparency and independence of existing content moderation auditing 
PHFKDQLVPV�WKHPVHOYHV��$XGLWLQJ�PHFKDQLVPV�DUH�QRW�DOZD\V������UHOLDEOH��)RU�
example, the Electronic Frontier Foundation resigned from GNI when the Snowden 
revelations demonstrated the true extent of data capture between government and 
SODWIRUPV�ZDV�QRW�LGHQWLȴHG�E\�WKRVH�DXGLWV�51

• Commentators have expressed concern about the absence of challenge or appeal 
mechanisms against the automated take-down machinery built into the GIFCT 
shared hash database, and the decision to enter content into that shared hash da-
tabase. The platforms should implement measures to facilitate better scrutiny of 
*Ζ)&7�PHFKDQLVPV��WR�VXSSRUW�VLJQLȴFDQW�ZRUN�DOUHDG\�XQGHUZD\�RQ�WKLV�SRLQW�52 

• Be vigilant toward the risks created by complete transparency. Platform measures 
to respond to OCC conditions are comparable to cybersecurity, where organisations 
DUH�MXVWLȴDEO\�VHFUHWLYH�DERXW�KRZ�WKHLU�V\VWHPV�ZRUN�EHFDXVH�LW�LV�ZLGHO\�DFFHSWHG�
that any knowledge of protective systems will be used to exploit those systems. The 
March 15 OCC and terror attacks are clear examples of how knowledge of the tech-
nology behind automated detection mechanisms will be leveraged to render them 
LQH΍HFWLYH�

• /RQJ�WHUP��ZH�DGYLVH�FORVHO\�ZDWFKLQJ�WKH�RSHUDWLRQ�RI�WKH�2YHUVLJKW�%RDUG�HVWDE-
lished by Facebook, as well as how it is perceived by the public. The performance 
of the Oversight Board and public response to it are likely to be the clearest signals 
of whether specialist content moderation will remain a non-governmental task, or 
whether it will be absorbed into existing state-based legal and regulatory systems. 
6RPH�FRPPHQWDWRUV�KDYH�DOVR�QRWHG�WKH�2YHUVLJKW�%RDUG�ZLOO�H΍HFWLYHO\�EHFRPH�

���Ʉ�*RUZD��5���%LQQV��5���	�.DW]HQEDFK��&����������$OJRULWKPLF�FRQWHQW�PRGHUDWLRQ��7HFKQLFDO�DQG�SROLW-
ical challenges in the automation of platform governance. Big Data & Society, 7(1), 2053951719897945. 
6HH�DOVR�'RXHN��(�Ȇ7KH�5LVH�RI�&RQWHQW�&DUWHOVȇ�>����@�6651�(OHFWURQLF�-RXUQDO��KWWSV���ZZZ�VVUQ�FRP�
abstract=3572309> accessed 31 March 2021. 

���Ʉ�'RXHN��(�Ȇ7KH�5LVH�RI�&RQWHQW�&DUWHOVȇ�>����@�6651�(OHFWURQLF�-RXUQDO��KWWSV���ZZZ�VVUQ�FRP�DE-
stract=3572309> accessed 31 March 2021. 

���Ʉ We note a range of transparency measures were announced at the GIFCT Global Summit on 26 
July 2021: <https://gifct.org/2021/07/26/globalsummit21/>.
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RQH�RI�WKH�PRVW�VLJQLȴFDQW�VRXUFHV�RI�OHJDO�MXGJPHQW�RQ�PDWWHUV�RI�KXPDQ�ULJKWV�
and we note the similarities between the Oversight Board and the social media 
councils endorsed by the United Nations Special Rapporteur on matters of freedom 
of expression (discussed in depth in Part 2).

• Over time, it will make more sense for content moderation norms and practices to 
adhere more closely to international human rights norms and standards, because 
those norms are already subject to broad commitment among nation states.53 We 
therefore endorse any activity to promote the adoption of international human 
rights norms, particularly when it comes to speech regulation by the platforms. In-
vestors should be aware, however, that to apply these human rights norms fre-
TXHQWO\�UHTXLUHV�LQWHQVHO\�FRQWH[WXDOO\�VSHFLȴF�FDVH�E\�FDVH�GHWHUPLQDWLRQV�WR�EH�
made in relation to individual pieces of content. A human rights approach also re-
quires users to be provided with procedural rights of review and appeal, even in 
relatively clear-cut cases, as a matter of procedural fairness. 

• 7KH�DGRSWLRQ�RI�LQWHUQDWLRQDO�KXPDQ�ULJKWV�QRUPV�FDUULHV�WUDGH�R΍V��IRU�H[DPSOH��
applying such norms may work against the interests of nation states, including rel-
atively democratic states as well as the less-democratic ones. In particular, as we 
discuss in Part 2, this may mean the platforms are obliged to resist regulatory inter-
ventions by states which abuse or undermine human rights, including through op-
posing some regulatory proposals or refusing to comply with state-backed content 
take-down requests.

• It is not clear from the Royal Commission’s Report whether it spoke directly to the 
social media companies named in our brief. We have also not seen any indication 
that the platforms have conducted an audit or learning exercise on how their sys-
tems were used in the 15 March terror attacks, although it is extremely likely analy-
ses of this kind have been done.  

• The use of automated techniques in content moderation creates risks. While auto-
mated techniques will be an essential part of content moderation going forward, 
the investors and state regulators should not aspire to or advocate for a future state 
where all content moderation is automated. That would be undesirable for a range 
of socio-political reasons and would arguably produce more negative impacts than 
it resolves. 

���Ʉ�7ZRUHN�QRWHV�FRPPHQW�E\�81�6SHFLDO�5DSSRUWHXU�RQ�WKH�3URPRWLRQ�DQG�SURWHFWLRQ�RI�WKH�5LJKW�
to Freedom of Opinion and Expression, David Kaye, and notes that “when companies try to have global 
terms of service, international human rights law on speech makes sense as a starting point”, noting that 
the Facebook Oversight Board charter explicitly mentions human rights. Heidi Tworek, ‘Social Media 
Councils’ (Centre for International Governance Innovation, 28 October 2019) <https://www.cigionline.
org/articles/social-media-councils> accessed 14 April 2021.
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PART 2: WHAT DOES GOOD 
REGULATION LOOK LIKE?
Introduction and context
Part 1 of this report assessed changes made by Facebook, YouTube/Google and Twitter 
(the platforms) to respond to user behaviour during an objectionable content crisis (OCC). 
The investor group has also sought key insights on the topic of platform regulation, par-
ticularly in relation to content moderation. This part covers:

• the trajectory of regulatory development as it pertains to the platforms (e.g. what is 
currently happening, and where do we expect it to head in the future?);

• DQ� DQDO\VLV� RI� WKH� H΍HFWLYHQHVV� RI� WKLV� WUDMHFWRU\�� LQFOXGLQJ� SRVLWLYH� RU� QHJDWLYH�
IHDWXUHV�LQ�D�UDQJH�RI�WKH�VSHFLȴHG�OHJDO�LQVWUXPHQWV�WKDW�IRUP�SDUW�RI�WKLV�WUDMHFWRU\�

• an analysis of which regulatory approach is preferable among a range of approaches.

In this part, we refer to and focus on “content moderation regulation” when it comes to 
platform regulation. By this, we mean attempts by nation states (individually or in col-
laboration)54 to use legislation (a particular form of regulation) passed by legislative 
ERGLHV�WR�FRQWURO�WKH�ZD\�WKDW�VRFLDO�PHGLD�SODWIRUPV�UHVWULFW�WKH�ȵRZ�RI�FRQWHQW�
between users via their digital infrastructures. We have made the decision on prag-
PDWLF�JURXQGV�WR�H[FOXGH�WKH�DUHDV�RI�FRS\ULJKW��SULYDF\��DUWLȴFLDO�LQWHOOLJHQFH�UHJXODWLRQ��
“honest advertising”, and antitrust from our investigation, although all of these will play 
some role too.

This part provides a primer on what good regulation looks like when it comes to content 
PRGHUDWLRQ��2XU�IRFXV�LQ�3DUW���LV�VXEVWDQWLDOO\�GL΍HUHQW�IURP�WKH�IRFXV�LQ�3DUW����LQFOXG-
ing in the following ways:

DIFFERENT ACTORS
Part 1 focuses on the actions by platforms with respect to behaviour by users, whereas 
Part 2 is focused on actions by nation states, usually in relation to the platforms. When it 
FRPHV�WR�WDNLQJ�D�KXPDQ�ULJKWV�DSSURDFK��WKLV�LV�D�IXQGDPHQWDO�GL΍HUHQFH�LQ�RULHQWDWLRQ��
Throughout Part 2, we refer to nation states by simply using the word “states”. Unless the 
context otherwise indicates, we are not discussing federal states within countries such as 
the United States or Australia.  

DIFFERENT CONTENT
ΖQ�3DUW����ZH�H[DPLQHG�VSHFLȴF�FRQWHQW��WKH�OLYHVWUHDP�YLGHR�RI�WKH�&KULVWFKXUFK�WHUURU�
attack on 15 March 2019 and the various versions of it. We took it as granted that there 
was no reasonable argument for the content’s continued spread. When analysing regula-
tory approaches of online content more generally, our focus has turned away from “black 
and white” content, to content which falls into much more of a “grey” area. One of the 
core risks with some regulatory proposals we reviewed is that they require platforms to 
moderate this “grey” content. In particular, some regulators (notably the United Kingdom) 
are explicitly setting their sights on limiting content which is lawful, but may be “harmful”. 

���Ʉ�)RU�H[DPSOH��YLD�PXOWLODWHUDO�ERGLHV�OLNH�WKH�(XURSHDQ�8QLRQ�
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The case for intervening in this type of content is less certain. It also means more complex 
content moderation assessments are required.

A WIDER PLATFORM ECOSYSTEM RAISES CHALLENGES
When it comes to the issue of regulation more generally, there is a risk that regulation 
extends to a range of actors beyond the core platforms analysed in Part 1 (Facebook, 
Google/YouTube and Twitter). It is vital that regulators question the implications of any 
regulatory proposal for a wider range of actors including website owners, internet service 
providers and content hosts that may lack the level of resourcing available to the large 
platforms. These smaller actors are sometimes unintentionally caught within states’ wide 
regulatory framing with limited regard for their continued viability. Even the big platforms 
DUH�OLNHO\�WR�ȴQG�LW�GLɝFXOW�WR�LPSOHPHQW�VRPH�RI�WKH�UHJXODWRU\�SURSRVDOV�ZH�UHYLHZHG��
HYHQ�ZLWK�WKHLU�ȴQDQFLDO�UHVRXUFLQJ�DQG�DFFHVV�WR�TXDOLȴHG�SHRSOH��

Useful framing questions when considering regulatory impacts on a wider 
ecosystem of platforms
We have found the following questions useful for thinking through the regulatory impacts 
on a wide range of platforms/actors. These have been repeatedly raised by commenta-
tors when discussing the unintended consequences of regulators’ proposals. The ques-
tions are:

1) :KDW�H΍HFW�ZRXOG�D�JLYHQ�UHJXODWRU\�SURSRVDO�KDYH�RQ�VLWHV�OLNH�:LNLSHGLD"�

2) +RZ�LV�WKH�RQOLQH�VHUYLFH�EHLQJ�UHJXODWHG�DQ\�GL΍HUHQW�IURP�HPDLO�RU�WH[W�PHVVDJ-
ing? Would we expect states to regulate non-platform private communications in 
this way? Would regulation require platforms to break or avoid encryption protect-
ing private communications? 

3) How would a particular regulatory proposal apply to comments left on websites 
which are otherwise unlike a social media platform, such as comments left on news 
websites or public reviews of goods and services? 

4) How might a particular regulatory proposal be abused by a popularly elected execu-
tive government administration which is hostile to human rights, democratic norms, 
and the rule of law?

This last question in particular is the dominant concern from a human rights approach 
when it comes to granting states legal powers over the digital platforms. 

The regulatory trajectory 
In our investigation into regulatory interventions for online content moderation, we iden-
WLȴHG�D�WUDMHFWRU\�RI�WUDYHO�ȃ�WKDW�LV�WKH�GLUHFWLRQ�WKDW�ZH�VHH�DSSURDFKHV�WR�UHJXODWLRQ�
taking. Our research found that a human rights-centred approach to regulatory inter-
ventions is preferable. Regulations that focus on transparency and auditing of content 
moderation systems are generally more likely to be in line with a human rights approach. 
There are also considerable risks with taking a regulatory approach that focuses on direct-
LQJ�SODWIRUPV�KRZ�WR�PRGHUDWH�VSHFLȴF�NLQGV�RI�FRQWHQW��HVSHFLDOO\�ZKHUH�WKDW�FRQWHQW�LV�
QRW�ZHOO�GHȴQHG��RU�ZKHUH�WKHUH�DUH�GLUHFWLRQV�WR�OLPLW�ȊKDUPIXOȋ�FRQWHQW�RXWVLGH�RI�WKDW�
which is already against the law (e.g. child sexual abuse images). Below is a more de-
tailed overview of this trajectory, along with supporting context. The rest of this document 
draws out these issues in more detail.
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STATES ARE INCREASINGLY LOOKING TO INFLUENCE HOW SOCIAL 
MEDIA CONTENT IS MODERATED
The activities of the core platforms are beginning to touch upon the interests of states, for 
example by KDYLQJ�UHDO�DQG�SHUFHLYHG�LQȵXHQFHV�RQ�WKH�FRQGXFW�RI�HOHFWLRQV�DQG�SURYLG-
LQJ�SHRSOH�DQG�LQVWLWXWLRQV�ZLWK�FRPPXQLFDWLRQ�SODWIRUPV�RQ�PDWWHUV�RI�QDWLRQDO�VLJQLȴ-
cance (whether for extremists or for public messaging and the correction of misinforma-
tion). The platforms’ activities�DOVR�D΍HFW�WKH�ULJKWV�DQG�LQWHUHVWV�RI�FLWL]HQV�ZLWKLQ�WKRVH�
states’ sovereign jurisdictions, triggering states’ obligations of protection and promotion 
of human rights. These states therefore have a legitimate interest in regulating the plat-
IRUPV��LQVRIDU�DV�WKH\�FDQ�MXVWLȴDEO\�OLPLW�VRPH�KXPDQ�ULJKWV�LQ�RUGHU�WR�SURWHFW�RWKHUV��
so long as they do so in a manner that also complies with human rights norms and prin-
ciples. 

There is a greater trend globally toward the use of legislation (i.e. the use of law) to regu-
ODWH�KRZ�WKH�SODWIRUPV�PRGHUDWH�FRQWHQW��ΖW�LV�GLɝFXOW�WR�H[WULFDWH�UHJXODWLRQ�WKDW�D΍HFWV�
content moderation from other areas of legislation, such as antitrust, privacy, the use of 
AI systems, “honest advertising”, election interference, misinformation, and other areas 
ZKLFK�DOVR�LQȵXHQFH�KRZ�FRQWHQW�PRGHUDWLRQ�LV�FRQGXFWHG��

$V�ȊFRQWHQW�PRGHUDWLRQ�UHJXODWLRQȋ�LV�DQ�HPHUJLQJ�DUHD��LW�LV��UHODWLYHO\�GLɝFXOW�WR�VD\�ZKDW�
“good” or “bad” regulation looks like. While the human right to freedom of expression is 
an old topic, the introduction of digital platforms raises many new issues. Unlike tradition-
al analog media, anyone can now create information which can spread quickly to a huge 
audience. 

There are two key questions about content moderation where consensus is still forming:

1� +RZ�VKRXOG�WKH�SODWIRUPV�EH�PRGHUDWLQJ�SDUWLFXODU�NLQGV�RI�FRQWHQW��SDUWLFX-
larly in a global context? This question has a procedural element as well as a sub-
VWDQWLYH�HOHPHQW��6SHFLȴFDOO\��LW�DVNV�ZKDW�NLQGV�RI�FRQWHQW�VKRXOG�EH�LPSHUPLVVLEOH��
but it also asks what procedures should be followed by platforms and by states in 
PRGHUDWLQJ�WKDW�FRQWHQW��7KLV�PDNHV�UHJXODWLQJ�GLɝFXOW�EHFDXVH�ZH�FDQQRW�DOZD\V�
say clearly what we want platforms to do and how to do it.

2� :KDW�LV�WKH�SURSHU�UROH�RI�JRYHUQPHQW�ZKHQ�LW�FRPHV�WR�XVLQJ�ODZ�WR�LQȵXHQFH�
how the platforms moderate content produced by users? This makes assessing 
WKH�TXDOLW\�DQG�H΍HFWLYHQHVV�RI�UHJXODWLRQ�GLɝFXOW��ΖW�PHDQV�ZH�FDQQRW�FOHDUO\�VD\�
whether the law sets an appropriate role for the State in relation to platforms and 
users. 

7KH�XQFHUWDLQW\�DURXQG�WKH�DQVZHUV�WR�WKHVH�WZR�TXHVWLRQV�PDNHV�LW�GLɝFXOW�WR�VD\�ZLWK�
FHUWDLQW\�ZKHWKHU�D�ODZ�ZLOO�EH�H΍HFWLYH��LQFOXGLQJ��ZKHWKHU�LW�ZLOO�GR�ZKDW�ZH�WKLQN�LW�GRHV��
what unintended consequences may arise; whether it sets appropriate roles for states, 
platforms, and users; or whether any outcomes it produces are desirable. These ques-
tions are also heavily dependent on the wider regulatory system in any particular jurisdic-
WLRQ��LQFOXGLQJ�WKH�UHODWLYH�VWUHQJWK�RI�GL΍HUHQW�FRQVWLWXWLRQDO�DFWRUV�DQG�RWKHU�IHDWXUHV�RI�
their overall legal-democratic system.  

HUMAN RIGHTS PROVIDE A WIDELY SUPPORTED FRAMEWORK 
THROUGH WHICH TO CONSIDER CONTENT MODERATION
In our research, we found widespread support from a range of organisations and commen-
tators for turning to human rights instruments, principles and jurisprudence to generate 
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greater consensus on the questions we outline above. Human rights, and in particular the 
UN Declaration of Human Rights, create a universal set of standards which are intended 
to manage the relationships between the rights of individuals and states (and increasing-
ly, commercial entities). Human rights instruments together set out a widely agreed state-
ment about what can and should be done by states when it comes to balancing the rights 
of individuals, including both users of platforms and the platforms themselves. There 
should be ready agreement that regulation which undermines human rights without jus-
WLȴFDWLRQ�LV�XQGHVLUDEOH��(TXDOO\��UHJXODWLRQ�ZKLFK�UHTXLUHV�WKH�FRPSDQLHV�WKHPVHOYHV�WR�
undermine human rights is also undesirable.

+XPDQ�ULJKWV�MXULVSUXGHQFH�VHWV�RXW�ZD\V�IRU�VWDWHV�WR�MXVWLȴDEO\�OLPLW�RU�EDODQFH�KXPDQ�
rights in order to protect other interests. In brief, to limit the human rights of individuals 
using law, states must comply with the following principles.55 We have formed conclusions 
about the overall regulatory trajectory based on this assessment framework.

1� Legality – States must use law if they wish to restrict rights. This law must be clear 
and certain, and minimise the role of discretion in saying what the law means. The 
law should not permit states to engage in selective enforcement in order to advance 
states’ own interests. Any limitation imposed by law should also be subject to rights 
of review and appeal to judicial bodies. 

2� Legitimacy – States should only limit human rights for legitimate purposes, which 
may include the protection of other human rights, as provided for in human rights 
law. 

3� Necessity – States are required to show a demonstrable connection between the 
limitation imposed on a human right and necessity of that limitation in order to 
achieve a particular legitimate goal. In a content moderation context, this means 
that states must be able to show that it is necessary to limit individual human rights 
in order to protect another interest: it is not enough to merely assert a connection 
exists. 

4� Proportionality – States must only limit a human right to the extent necessary to 
achieve a legitimate aim. Where a range of potential actions are available, states 
should adopt the course of action which imposes the least restriction on human 
rights.

In our assessment, one area requiring more detailed attention from regulators relates to 
the principle of necessity. There must be a demonstrable connection between the pro-
posed regulatory intervention, and real harm to a legitimate interest protected by human 
rights instruments. This means that states must be able to persuasively show that the 
thing they are seeking to limit is causing a tangible adverse outcome of the kind they can 
legitimately protect. To put it bluntly, states have to show that a particular kind of content 
LV� UHDOO\� D΍HFWLQJ�SHRSOHVȇ� KXPDQ� ULJKWV�� LW� LV� QRW� HQRXJK� WR�SRLQW� WR� D� YDJXH� FRQQHF-
tion between content and an adverse outcome. In some cases, a human rights approach 
means that, perhaps regrettably, we have to tolerate certain kinds of harm because that 
content serves a greater good. If states wish to justify regulatory interventions, then the 
best thing they can do is to support empirical work exploring the connection between 
particular types of content and real-world harm. 

���Ʉ�5HSRUW�RI�WKH�6SHFLDO�5DSSRUWHXU�RQ�WKH�SURPRWLRQ�DQG�SURWHFWLRQ�RI�WKH�ULJKW�WR�IUHHGRP�RI�RSLQ-
LRQ�DQG�H[SUHVVLRQ��$�+5&�������+XPDQ�5LJKWV�&RXQFLO��7KLUW\�HLJKWK�VHVVLRQ�����-XQHȫ��-XO\�������
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Historically, nation states have been the greatest threats to the human rights of individ-
uals. This is still the case globally, including in liberal democracies. For this reason, taking 
a human rights approach to platform content moderation will mean that states must 
restrain themselves from passing regulation that threatens human rights without demon-
VWUDEOH�MXVWLȴFDWLRQ��ΖQ�PDQ\�FDVHV��LI�WKH�SODWIRUPV�DUH�WR�GHPRQVWUDWH�D�JHQXLQH�FRPPLW-
ment to a human rights approach, they will be obliged to resist state action, insist upon 
proof that content is undermining other human rights interests, and to insist on legal and 
procedural rights that protect platforms and users and restrain the power of the state. 

POTENTIAL REGULATORY APPROACHES
Our conclusion is that the strongest case for regulation from a human rights perspective 
relates to the area of transparency and auditability of content moderation systems. These 
regulatory approaches would standardise approaches to transparency reporting on how 
content is being moderated. Associated measures that enhance transparency come from 
regulation which creates rights of review and appeal for users against content modera-
tion decisions by the platforms, which as a result require platforms to explain how they 
made the relevant decision and according to what factors.. We found cautious and appro-
priate support from human rights bodies for this approach to social media regulation. An 
example is the EU Digital Services Act. 

:H�FDQQRW�HQGRUVH�FRQWHQW�VSHFLȴF�VWDQGDUGV� LQ�UHJXODWLRQ��XQOHVV�WKHVH�DUH� OLQNHG�WR�
content which is already illegal (for example, child sexual abuse imagery or incitement 
WR�YLROHQFH���8VLQJ�KXPDQ�ULJKWV�DV�D�VWDQGDUG�RI�DVVHVVPHQW��ZH�IRXQG�VLJQLȴFDQW�DQG�
widespread opposition from a range of groups to this approach to regulation. We be-
OLHYH� WKLV�RSSRVLWLRQ� LV� MXVWLȴHG��:H�DOVR�XUJH�FDXWLRQ�DERXW�KHDY\�KDQGHG�RU�SXQLWLYH�
approaches imposed on platforms that incentivise content moderation practices that are 
LQFRQVLVWHQW�ZLWK�KXPDQ�ULJKWV��XQMXVWLȴDEO\�UHO\�RQ�DXWRPDWLRQ��RU�IDLO�WR�FRQVLGHU�SHU-
verse incentives.

Because states pose a threat to human rights of privacy, freedom of expression and free-
dom of association (as well as a range of other human rights), it is worth considering the 
merits of non-state non-legislative regulatory options. These non-state options do not 
have to be purely self-regulatory. There are a range of non-state regulatory measures that 
have been introduced (discussed later in Part 2).  It is worth giving these time to operate 
and mature, especially because they may also illustrate what works well and does not 
work well when it comes to state-led regulation. 

FINAL CONCLUSIONS ON SUMMARY OF THE REGULATORY TRAJECTORY
Our report would not be complete without emphasising the following points:

• The human right to freedom of expression is not the same as the right to “freedom 
RI�VSHHFK��RU�IUHHGRP�RI�WKH�SUHVVȋ�LQ�WKH�ȴUVW�DPHQGPHQW�WR�WKH�$PHULFDQ�&RQVWL-
tution. 

• The human right to freedom of expression is not absolute. It can be limited accord-
ing to human rights law, including by balancing it with other human rights, but only 
if such limitations are “lawful”, “proportionate”, “necessary”, and “legitimate” as un-
derstood in human rights jurisprudence. 

• The human right to freedom of expression enjoys wide support from nation states 
DQG�QRQ�VWDWH�ERGLHV� YLD� WKH� LQVWLWXWLRQDO� DUUDQJHPHQWV�ȵRZLQJ� IURP� WKH�8QLWHG�
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1DWLRQV�DQG� LQWHUQDWLRQDO� ODZ�� ΖW�KDV�EHHQ�H[SUHVVHG�XVLQJ�UHODWLYHO\�VSHFLȴF� ODQ-
guage and has a large amount of accompanying material which explains what it 
PHDQV�DQG�KRZ�LW�VKRXOG�EH�DSSOLHG�LQ�VSHFLȴF�VLWXDWLRQV��LQFOXGLQJ�KRZ�LW�VKRXOG�
be balanced against other human rights. 

• The human right to freedom of expression is regarded by human rights experts 
as being one of the most important human rights. To put it bluntly, the right to 
freedom of expression is regarded as deserving even greater protection than other 
human rights in situations where rights must be balanced. This is because the ability 
to freely express opinion and share information is essential in a democratic society 
for the conduct of free and fair elections and to enable people within a state to draw 
attention to other breaches of human rights by state and non-state actors. 

• The right to freedom of expression has always taken account of the way that states 
seeking to undermine freedom of expression will target a particular medium, tech-
nology or infrastructure used to express or seek information.

• In practice, the platforms already set content moderation standards much more re-
strictively than nation states can or should do, when it comes to the right to freedom 
of expression.

In the following sections of the report, we explain some of these summary points in more 
detail.
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Defining content moderation regulation
IT IS DIFFICULT TO EXTRACT CONTENT MODERATION FROM A RANGE OF 
OTHER REGULATORY AREAS
7KH� LVVXH�RI�SODWIRUP�UHJXODWLRQ� LWVHOI� LV�VSUDZOLQJ�DQG�GLYHUVH�� � ΖW� LV�GLɝFXOW� WR�H[WUDFW�
one area (ie, copyright protection or individual privacy) from other areas (ie, antitrust and 
consolidation of commercial power, multinational taxation).56�7KLV�LV�D�GLɝFXOW\�IDFLQJ�UHJ-
ulators too. We have seen a range of approaches to platform regulation, with some legis-
lation that purports to target narrow types of harmful conduct (i.e., the Abhorrent Violent 
Material legislation in Australia) and others that cover broad areas (i.e., the Digital Services 
and Digital Markets proposals in the European Union, and the Online Safety Bill in the UK). 
Each of the interrelated areas interacting with the narrower topic of content moderation 
are worthy of specialist investigation and research and we can only cover them so far in 
the context of this current advice. 

$V�GLVFXVVHG�DERYH��WKLV�VHFWLRQ�ZLOO�IRFXV�VSHFLȴFDOO\�RQ�FRQWHQW�PRGHUDWLRQ�UHJXODWLRQ��
By this, we mean attempts by nation states (individually or in collaboration)57 to use leg-
islation (a particular form of regulation) passed by legislative bodies to control the way 
WKDW� VRFLDO�PHGLD�SODWIRUPV� UHVWULFW� WKH�ȵRZ�RI� FRQWHQW�EHWZHHQ�XVHUV� YLD� WKHLU�GLJLWDO�
infrastructures. We have made the decision on pragmatic grounds to exclude the areas 
RI�FRS\ULJKW��SULYDF\��DUWLȴFLDO�LQWHOOLJHQFH�UHJXODWLRQ��ȊKRQHVW�DGYHUWLVLQJȋ��DQG�DQWLWUXVW�
from our investigation.

Case Study: Platform regulation in the European Union
The European Union is an important jurisdiction when it comes to regulating the  plat-
forms’ conduct. There are a number of regulatory proposals and existing regulations 
which have some bearing on the platforms’ conduct. For practical reasons, we need to 
H[FOXGH�WKH�IROORZLQJ�IURP�RXU�DQDO\VLV��EXW�ZH�DQWLFLSDWH�WKH\�ZLOO�SOD\�D�VLJQLȴFDQW�UROH�
on how states regulate content moderation, so it is worth providing a short overview:

• 7KH�(XURSHDQ�&RPPLVVLRQ�KDV�DQQRXQFHG�D�SURSRVDO�WR�UHJXODWH�WKH�XVH�RI�DUWLȴ-
FLDO�LQWHOOLJHQFH��$Ζ��V\VWHPV��:KDW�LV�PHDQW�E\�DQ�$Ζ�V\VWHP�LV�GHȴQHG�EURDGO\�DW�WKLV�
stage, which is both a strength of the proposal and a challenge facing any attempt 
to regulate the use of AI. Initial proposals suggest that AI systems must be assessed 
based on the level of risk they pose to a range of interests. The level of assessed risk 
ZLOO�ȵRZ�WKURXJK�WR�GL΍HUHQW�VXSHUYLVRU\�DUUDQJHPHQWV�LPSRVHG�XSRQ�WKRVH�V\V-
tems in response. All content moderation systems will deploy algorithmic systems 
that are likely to fall within the ambit of this regulatory proposal. The proposal is still 
DW�D�YHU\�HDUO\�VWDJH�DQG�RQO\�SHULSKHUDOO\�UHOHYDQW��EXW�LW�LOOXVWUDWHV�WKH�GLɝFXOWLHV�
of taking an atomistic approach to regulation of content moderation given the range 
of issues and subjects involved. 

• The General Data Protection Regulation in the EU covers user privacy and has had 
VZHHSLQJ�H΍HFWV�RQ�JOREDO�XVH�RI�RQOLQH�SODWIRUPV��DQG�WKH�ZD\�WKDW�RQOLQH�SODW-
forms process user data. Regulatory proposals that touch upon content moderation 

���Ʉ�$QRWKHU�DUHD�WKDW�FRXOG�EH�FRQVLGHUHG�LV�WKH�KHDOWK�DQG�VDIHW\�FRQGLWLRQV�IDFLQJ�KXPDQ�FRQWHQW�
moderators, who must view and classify content that is extremely traumatic to see and hear. See Sarah 
T Roberts “Behind the Screen” (2019) Yale University Press.

���Ʉ�)RU�H[DPSOH��WKH�(XURSHDQ�8QLRQ�
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ZLOO�D΍HFW�XVHU�SULYDF\�LQ�WZR�ZD\V��ȴUVW��WKH\�PD\�UHTXLUH�SODWIRUPV�WR�GLVFORVH�LQ-
formation about users who are posting content that infringes State regulatory stan-
dards. Second, content moderation itself (if understood as the serving of content to 
D�XVHU�EDVHG�RQ�WKHLU� LGHQWLȴHG�SUHIHUHQFHV�IURP�LQIRUPDWLRQ�DERXW�WKHP��UHOLHV�
RQ�SULYDWH�LQIRUPDWLRQ��D΍HFWLQJ�XVHU�SULYDF\��$JDLQ��LQYHVWRUV�VKRXOG�EH�DZDUH�RI�
this link. The UN Special Rapporteur on Freedom of Expression has also linked the 
human right to privacy to the human right to freedom of expression in writing about 
State regulation of content moderation by the platforms.

PLATFORM CONTENT MODERATION AFFECTS THE INTERESTS OF STATES 
AND INDIVIDUALS
Nation states have a legitimate interest in regulating the way that content moderation is 
conducted on the platforms. States are becoming interested in regulating the activities 
RI�WKH�SODWIRUPV��&RQWHQW�PRGHUDWLRQ�PD\�D΍HFW�WKH�LQWHUHVWV�RI�VWDWHV�LQ�WKH�IROORZLQJ�
ways. 

1) 7KH�SODWIRUPV�DUH�LQYROYHG�LQ�GLVWULEXWLQJ�LQIRUPDWLRQ�ZKLFK�LV�SHUFHLYHG�WR�D΍HFW�
the interests of nation states and democratically elected leaders. These leaders 
have personal and political interests in how content is moderated. 

2) The platforms host information which is thought to contribute to threats to critical 
social or technological infrastructure (ie, 5G conspiracy theories leading to attacks 
RQ�FHOO�WRZHUV��XQGHUPLQLQJ�FRQȴGHQFH�LQ�HOHFWLRQ�VRIWZDUH��SUROLIHUDWLRQ�RI�UDGLFDO-
ising content, hate speech and incitements to violence). States have legitimate in-
terests in protecting the integrity of legal, social, economic and political governance 
systems. Notably, the platforms all recognise this, and have dedicated teams direct-
ed toward the detection of coordinated inauthentic behaviour, which is focused on 
disinformation campaigns by both foreign nation states and non-government enti-
ties, some of whom are commercially oriented.

3) The platforms also are a vector to distribute information that can be harmful to 
users and to victims. At the black-and-white end of the spectrum this includes objec-
tionable content such as the Christchurch livestream or Child Sexual Abuse Material 
(CSAM). At the more arguable end, there is content like “coordinated inauthentic 
behaviour” or speech that is “lawful but harmful”. States have an interest in regu-
lating behaviour that harms their citizens and they have a legitimate interest and 
obligation in protecting human rights within their sovereign borders. 

These factors mean that states are taking increased interest in how the platforms operate 
and beginning to investigate the extent to which regulation might be useful. A human 
rights approach in fact requires them to protect citizens’ interests where conduct on the 
platforms may undermine human rights. 

NON-STATE REGULATION THAT IS LESSER THAN LEGISLATION STILL HAS 
VALUE
Another area of complexity to consider when it comes to shaping how  platforms moderate 
content is that the  regulatory tools and potential interventions available are much broad-
er than the use of legislation by nation states and other legislative bodies.  For example, 
human rights bodies, including non-government organisations (NGOs) and the broader 
ȊFLYLO�VRFLHW\ȋ�VHFWRU�DOVR�SOD\�D�UROH�LQ�WKH�FRRUGLQDWHG�LQȵXHQFH�RI�YDULRXV�DFWRUV�WRZDUG�
an intended set of outcomes. Regulation is not limited to legislation used by nation states.  
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Importantly, this means the platforms can also fairly be described as taking independent 
and collaborative regulatory action toward their own operations, toward other platforms, 
and towards their users. This dynamic becomes even more complex and important when 
the concept of “algorithmic regulation”, which is currently an area of scholarly interest, is 
introduced more broadly. Algorithmic regulation refers to the way that the platforms’ own 
GLJLWDO�VWUXFWXUHV�H[HUW�D�UHJXODWRU\�H΍HFW�RQ�ZKDW�FDQ�RU�FDQQRW�EH�GRQH�

The key insight is that it would be a mistake to frame this area as being a binary choice 
between platforms regulating their own activities or introducing new legislative tools.. 
In reality, the tools available to various actors even in a fully “regulated” space are much 
broader than just legislation, and the range of actors who can take “regulatory” actions 
DUH�PXFK�EURDGHU�WKDQ�MXVW�VWDWHV��ΖQ�WKLV�UHJDUG��PDQ\�RI�WKH�LQWHUYHQWLRQV�ZH�LGHQWLȴHG�
in Part 1 of this advice can be fairly described as regulatory responses.
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Human rights create useful standards for assessing regulatory 
proposals
HUMAN RIGHTS REGULATE THE RECEIVING AND IMPARTING OF ONLINE 
EXPRESSION
“Content moderation” is part of the centuries-old contest around the proper boundar-
ies of when people should be allowed to impart and receive opinion, expression, and 
information. Increasingly, the human right to freedom of expression and its associated 
jurisprudence is shaping the way that platforms decide when, how and why to intervene. 
Human rights instruments also provide a widely agreed universal statement of when 
states should be allowed to limit freedom of expression, including in response to a need 
to protect other human rights. The human right to freedom of expression therefore pro-
vides an anchoring framework for this assessment that enjoys wide international agree-
PHQW��2QH�RWKHU� EHQHȴW� RI� DGRSWLQJ� D� KXPDQ� ULJKWV� DSSURDFK� LV� WKDW�ZH�XQGHUVWDQG�
KXPDQ�ULJKWV�LQVWUXPHQWV�WR�IRUP�D�VLJQLȴFDQW�IRXQGDWLRQDO�FRPSRQHQW�RI�ZKDW�LW�PHDQV�
to take a responsible investment approach.

There are two ways that human rights instruments are relevant to legislation or regula-
tion by states:

1. A legislative regime can itself be inconsistent with human rights, or require plat-
forms (or others subject to the regulatory regime) to undermine human rights in 
order to comply with the law. Human rights create a basis for the international com-
munity (including the UN, other states, civil society, or other non-state actors) to 
articulate objections to nation state’s regulatory regime if it is inconsistent with a 
human rights approach.  

2. In a situation where legislation has been passed, whether or not it is consistent with 
human rights, human rights remain relevant to the way that legislation is applied 
and enforced. As such, whether or not legislation requires the platforms to breach 
human rights, human rights are still relevant to assessing how far citizens in a state 
are protected by human rights instruments. 

The UN Special Rapporteur for Freedom of Expression states that platforms should be 
applying human rights law, not domestic laws of states, as the “authoritative global stan-
dard” for protecting freedom of expression:58

Companies should recognize that the authoritative global standard for ensuring freedom 
of expression on their platforms is human rights law, not the varying laws of States or their 
own private interests, and they should re-evaluate their content standards accordingly. 
Human rights law gives companies the tools to articulate and develop policies and pro-
cesses that respect democratic norms and counter authoritarian demands. This approach 
begins with rules rooted in rights, continues with rigorous human rights impact assess-
ments for product and policy development, and moves through operations with ongoing 
assessment, reassessment and meaningful public and civil society consultation. The Guid-
LQJ�3ULQFLSOHV�RQ�%XVLQHVV�DQG�+XPDQ�5LJKWV��DORQJ�ZLWK�LQGXVWU\�VSHFLȴF�JXLGHOLQHV�GHYHO-
oped by civil society, intergovernmental bodies, the Global Network Initiative and others, 
provide baseline approaches that all Internet companies should adopt.

���Ʉ�$ERYH��$�+5&�������DW�S�����7KLV�UHFRPPHQGDWLRQ�KDV�EHHQ�UHȵHFWHG�LQ�WKH�FKDUWHU�RI�WKH�)DFH-
book Oversight Board, which applies human rights law, and not domestic law.
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The right to freedom of expression in human rights law is found in article 19 of the Uni-
versal Declaration of Human Rights (UNDHR) and article 19 of the International Covenant 
on Civil and Political Rights (ICCPR). In the UNDHR, the right to freedom of expression is 
described as follows:

“Everyone has the right to freedom of opinion and expression; this right includes freedom 
to hold opinions without interference and to seek, receive and impart information and 
ideas through any media and regardless of frontiers.”

It is important to understand that the human right to freedom of expression is not the 
same as the American constitutional right to “freedom of speech”. The former (freedom 
of expression) is based in human rights instruments which enjoy broad support from a 
range of nation states via the United Nations and its General Assembly. The latter (free-
dom of speech) is based on ideas expressed in the Constitution of the United States of 
America, which applies primarily to government actions (this is referred to as the “state 
action” doctrine).

By way of broad contrast with the American constitutional approach, human rights law 
requires states to actively protect freedom of expression, not just to refrain from limiting 
it. This protective obligation is highly relevant to assessing whether a regulatory proposal 
by a State is desirable and is a core feature of the Guiding Principles on Business and 
Human Rights.59

Human rights law imposes duties on States to ensure enabling environments for freedom of 
expression and to protect its exercise. The duty to ensure freedom of expression obligates 
States to promote, inter alia, media diversity and independence and access to information. 
Additionally, international and regional bodies have urged States to promote universal In-
ternet access. States also have a duty to ensure that private entities do not interfere with 
the freedoms of opinion and expression. The Guiding Principles on Business and Human 
Rights, adopted by the Human Rights Council in 2011, emphasize in principle 3 State duties 
to ensure environments that enable business respect for human rights.

In the Guiding Principles themselves, States have an obligation “ensure that other laws 
and policies governing the creation and ongoing operation business enterprises … do not 
constrain but enable business respect for human rights.”60 Many of the regulatory propos-
als we reviewed would undermine the platforms’ ability to respect users’ human rights. 

THE HUMAN RIGHT TO FREEDOM OF EXPRESSION CAN BE LIMITED TO 
PROTECT OTHER HUMAN RIGHTS
The right to freedom of expression is not the only relevant human right to the way the 
platforms operate. Other human rights can be relevant generally or arise depending on 
WKH�FRQWHQW�LQ�TXHVWLRQ��7KH�81�6SHFLDO�5DSSRUWHXU�KDV�LGHQWLȴHG�WKH�ULJKWV�WR�SULYDF\��UH-
ligious freedom and belief, opinion and expression, assembly and association, and public 
participation among others.61 Depending on context, other rights can be engaged. For 
H[DPSOH��LQ�LWV�GHFLVLRQ�WR�LQGHȴQLWHO\�VXVSHQG�3UHVLGHQW�'RQDOG�7UXPS�IURP�)DFHERRN��

���Ʉ�$ERYH��$�+5&�������DW�DW�SDUD���

���Ʉ�*XLGLQJ�3ULQFLSOHV�RQ�%XVLQHVV�DQG�+XPDQ�5LJKWV��ΖPSOHPHQWLQJ�WKH�8QLWHG�1DWLRQV�Ȇ3URWHFW��5H-
spect and Remedy’ Framework (2011) HR/PUB/11/04.

���Ʉ�$ERYH��$�+5&�������DW�DW�SDUD���
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Facebook’s Oversight Board referred to a range of human rights including the rights to 
freedom of expression, security of the person, non-discrimination, participation in public 
D΍DLUV��DQG�WKH�ULJKW�WR�YRWH�62

While a human rights approach is desirable, there is a risk in adopting “human rights 
DSSURDFKHVȋ� WKDW�DOO�GLVFXVVLRQ�EHFRPHV�ȊULJKWV�EDVHGȋ��6SHFLȴFDOO\��D�ULJKWV�EDVHG�GLV-
FXVVLRQ�FDQ�REVFXUH�WKH�IDFW�WKDW�PRVW�RI�WKH�LVVXHV�EHLQJ�GLVFXVVHG�DUH�DERXW�WUDGH�R΍V��
not absolutes. The reality is that most if not all rights can be limited according to partic-
ular processes designed to balance rights and freedoms.63 Importantly however, there 
are constraints on how rights can be balanced against one another. Further, if we hope 
to have a precise discussion about “balancing” rights and freedoms with other rights, or 
other considerations, then we need a clear-eyed assessment of what is on each side of 
WKH�VFDOHV�WR�EH�EDODQFHG��7KLV�FDQ�EH�GLɝFXOW�ZKHQ�WKH�GHEDWH�LV�GRPLQDWHG�E\�EURDG�
UHIHUHQFHV�WR�XQVSHFLȴHG�KDUPV�DULVLQJ�IURP�YDJXH�FODVVHV�RI�FRQWHQW�

:KLOH�KXPDQ�ULJKWV�PXVW�IUHTXHQWO\�EH�EDODQFHG�ZKHUH�WKH\�FRQȵLFW��LW�LV�LPSRUWDQW�WKDW�
the investors are aware of the importance that human rights experts attach to the right 
to freedom of expression. In a report by the Danish Institute for Human Rights and the 
Council on Ethics for the Swedish National Pension Funds, the authors write:64 

The human right to freedom of expression underpins democracy and is essential for the 
protection of all other human rights and freedoms. It includes the freedom to hold opinions 
and to receive and impart information and ideas without interference by public authority 
and regardless of frontiers. 

The authors also note that states also have obligations to protect citizens from particular 
kinds of expression. “Hate speech” is not a human rights term, but states have a duty to 
protect citizens from incitement to discrimination, hostility or violence.65 

ΖQWHUQDWLRQDO�KXPDQ�ULJKWV�VWDQGDUGV�GR�QRW�GHȴQH�ȊKDWH�VSHHFKȋ�DV�VXFK��+RZHYHU��VWDWHV�
have a duty to protect individuals against “national, racial or religious hatred that consti-
tutes incitement to discrimination, hostility or violence”. … States have also enacted laws to 
prohibit and punish online hate speech. Such legislation must be carefully applied to ensure 
that, while achieving its primary aim, it does not unduly restrict legitimate expression.

THE HUMAN RIGHT TO FREEDOM OF EXPRESSION CAN ONLY BE LIMITED 
ACCORDING TO SPECIFIC CRITERIA
The previous UN Special Rapporteur on the right to freedom of expression, David Kaye, 
summarises the way that the right to freedom of expression may be limited in ways that 
are consistent with human rights principles.66 Per article 19 (3) of the Covenant, state lim-

���Ʉ�&DVH�GHFLVLRQ����������)%�)%5��2YHUVLJKW�%RDUG����0D\������DW�S�����

���Ʉ�:H�QRWH�WKDW�HYHQ�WKH�ȴUVW�DPHQGPHQW�ULJKW�WR�IUHHGRP�RI�VSHHFK�LQ�WKH�$PHULFDQ�&RQVWLWXWLRQ�
FDQ�EH�OLPLWHG�WR�VRPH�GHJUHH��%\�ZD\�RI�LOOXVWUDWLRQ��VHH�7KH�/DZIDUH�3RGFDVW��&RQWHQW�0RGHUDWLRQ�
DQG�WKH�)LUVW�$PHQGPHQW�IRU�'XPPLHV�����0DUFK�������ZLWK�3URI�*HQHYLHYH�/DNLHU��KWWSV���ZZZ�ODZ-
IDUHEORJ�FRP�ODZIDUH�SRGFDVW�FRQWHQW�PRGHUDWLRQ�DQG�ȴUVW�DPHQGPHQW�GXPPLHV!�

���Ʉ�6HH�UHSRUW�RI�WKH�'DQLVK�ΖQVWLWXWH�IRU�+XPDQ�5LJKWV�Ȋ7HFK�*LDQWV�DQG�+XPDQ�5LJKWV��ΖQYHVWRU�([-
SHFWDWLRQVȋ���������KWWSV���ZZZ�KXPDQULJKWV�GN�VLWHV�KXPDQULJKWV�GN�ȴOHV�PHGLD�GRFXPHQW�7HFK���
JLDQWV���DQG���KXPDQ���ULJKWVB�����SGI!�DW�SDJH����

���Ʉ�ΖELG�DW�S����

���Ʉ�$ERYH��$�+5&�������
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itations on freedom of expression must meet the conditions of legality,67 necessity and 
proportionality,68 and legitimacy.69

Notable insights we take from Kaye’s summary include:

• While the right to freedom of expression can be limited, it can only be limited for 
particular legitimate purposes. This can include protecting the rights of others, so 
long as they meet the criteria below (related to legality, necessity, and proportion-
ality). 

• To comply with the principle of legality, legal restrictions on freedom of expression 
must limit government discretion, and there must be a clear and precise distinction 
between expression that is lawful and unlawful. Further, any application of the law 
to limit freedom of expression should lead to a right of review and appeal to a judi-
cial body.

• States must show that there is an actual connection between whatever problem 
they assert exists and the kind of intervention they are proposing to make. This 
requires a clear demonstration of what kinds of expression are causing particular 
kinds of harm, and how the legal proposal at hand will target only that kind of ex-
SUHVVLRQ��DQG�WKDW�WDUJHWLQJ�WKLV�NLQG�RI�H[SUHVVLRQ�ZLOO�EH�H΍HFWLYH��

Many of the regulatory proposals we have reviewed do not meet these criteria because:

• The law is not precise enough to allow people to reliably distinguish between lawful 
and unlawful expression and permits too much discretion to the state (or to plat-
forms) to determine whether or not content is lawful or not. 

• There is no clear link demonstrated between the presence of some kinds of expres-
sion and the particular harms that states allege that expression causes. Some of 
these harms have also not been clearly linked to other human rights interests to be 
protected.

• There is an uncertain evidence base for assessing how the proposed limitation on 
SDUWLFXODU�NLQGV�RI�RQOLQH�H[SUHVVLRQ�ZLOO�KDYH�D�GHPRQVWUDEOH�H΍HFW�DW�PLWLJDWLQJ�
WKH�LGHQWLȴHG�KDUPV��

���Ʉ�Ȋ/HJDOLW\��5HVWULFWLRQV�PXVW�EH�ȊSURYLGHG�E\�ODZȋ��ΖQ�SDUWLFXODU��WKH\�PXVW�EH�DGRSWHG�E\�UHJXODU�
legal processes and limit government discretion in a manner that distinguishes between lawful and 
XQODZIXO�H[SUHVVLRQ�ZLWK�ȊVXɝFLHQW�SUHFLVLRQȋ��6HFUHWO\�DGRSWHG�UHVWULFWLRQV�IDLO�WKLV�IXQGDPHQWDO�
requirement. The assurance of legality should generally involve the oversight of independent judicial 
authorities.” 

���Ʉ�Ȋ1HFHVVLW\�DQG�SURSRUWLRQDOLW\��6WDWHV�PXVW�GHPRQVWUDWH�WKDW�WKH�UHVWULFWLRQ�LPSRVHV�WKH�OHDVW�EXU-
den on the exercise of the right and actually protects, or is likely to protect, the legitimate State interest 
at issue. States may not merely assert necessity but must demonstrate it, in the adoption of restrictive 
OHJLVODWLRQ�DQG�WKH�UHVWULFWLRQ�RI�VSHFLȴF�H[SUHVVLRQ�ȋ

���Ʉ�Ȋ/HJLWLPDF\��$Q\�UHVWULFWLRQ��WR�EH�ODZIXO��PXVW�SURWHFW�RQO\�WKRVH�LQWHUHVWV�HQXPHUDWHG�LQ�DUWLFOH�
19 (3): the rights or reputations of others, national security or public order, or public health or morals. 
Restrictions designed to protect the rights of others, for instance, include “human rights as recognized 
in the Covenant and more generally in international human rights law”. Restrictions to protect rights 
WR�SULYDF\��OLIH��GXH�SURFHVV��DVVRFLDWLRQ�DQG�SDUWLFLSDWLRQ�LQ�SXEOLF�D΍DLUV��WR�QDPH�D�IHZ��ZRXOG�EH�OH-
gitimate when demonstrated to meet the tests of legality and necessity. The Human Rights Committee 
cautions that restrictions to protect “public morals” should not derive “exclusively from a single tradi-
WLRQȋ��VHHNLQJ�WR�HQVXUH�WKDW�WKH�UHVWULFWLRQ�UHȵHFWV�SULQFLSOHV�RI�QRQ�GLVFULPLQDWLRQ�DQG�WKH�XQLYHUVDOLW\�
of rights.”
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ADOPTING A HUMAN RIGHTS APPROACH BUILDS CONSENSUS
Many commentators argue that within the international community, as well as within do-
mestic jurisdictions, there is little social consensus about what the platforms should do in 
UHODWLRQ�WR�VSHFLȴF�FRQWHQW��$V�VXFK��WKH\�DUJXH�LW�LV�WRR�VRRQ�WR�EH�FRPPLWWLQJ�YDJXH�UXOHV�
to legislation. This concern can be avoided in two ways: 

1) By adopting human rights approaches which already enjoy broad support across 
the international community.

2) By limiting content moderation regulation approaches to content which is already 
illegal, rather than attempting to create new categories of content that is “harmful 
EXW�ODZIXOȋ�LQ�WKH�ZD\�EHLQJ�DWWHPSWHG�E\�WKH�8.�2QOLQH�6DIHW\�/HJLVODWLRQ�

Importantly, the investors should be aware that states frequently perceive human rights 
as a barrier which prevents the state from doing what it wants to do. In this regard, states 
do not always want to protect their citizens’ human rights. If the platforms act in order 
to maximise the protection of human rights (even in proportionate and limited ways that 
remove the most unarguably harmful content) that does not mean that states will support 
the platforms to act in that way.

Given it operates in a global context, the Investor Group should be aware that a particular 
concern held by human rights groups is that authoritarian states will justify repressive 
regulatory approaches in their own countries by pointing to similarly repressive regula-
tory approaches being adopted by democratic nations. Furthermore, some of the legisla-
WLRQ�EHLQJ�DGRSWHG�FUHDWHV�WKH�ULVN�WKDW�LW�ZLOO�KDYH�H[WUD�WHUULWRULDO�H΍HFW��IRU�H[DPSOH��D�
restriction in Germany may lead to content being restricted outside Germany. This would 
be undesirable for a range of reasons, not least that citizens of other countries have no 
democratic input into the laws adopted by other nations.

A NOTE ON INTERMEDIARY LIABILITY
The dominant legal and policy position globally is that platforms are not liable legally for 
the content posted by users. This area of law and policy is referred to as intermediary 
liability. Historically, if a person objected to content posted on a platform by a user, their 
legal remedy was against the user, not the platform. The current regulatory trajectory 
is beginning to run against this historical position because it makes the platforms liable 
for the content produced by their users. An important point to consider is how far many 
of the harms being targeted by these regulatory proposals might instead be dealt with 
better as a user-to-user issue. 

Many of the regulatory proposals related to content moderation are trending toward 
making platforms liable for content posted by users. This means the principles of inter-
PHGLDU\�OLDELOLW\�DUH�EHLQJ�XQGHUPLQHG��ΖQWHUPHGLDU\�OLDELOLW\�LV�H[HPSOLȴHG�E\�WKH�&RP-
munications Decency Act of 1996 includes s 230, referred to as “the twenty six words that 
FUHDWHG�WKH�LQWHUQHWȋ�E\�VFKRODU�-H΍�.RVVH΍�70 Section 230 states:

No provider or user of an interactive computer service shall be treated as the publisher or 
speaker of any information provided by another information content provider.

���Ʉ�.RVVH΍��-H΍��7KH�7ZHQW\�6L[�:RUGV�7KDW�&UHDWHG�WKH�ΖQWHUQHW��ΖWKDFD��/RQGRQ��&RUQHOO�8QLYHUVLW\�
Press, 2019.
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The digital tech platforms have traditionally been based in the US, meaning US law has 
LQȵXHQFHG�WKHLU�RSHUDWLRQV�71 Contemporary discussion about regulation in the US focus-
es heavily on the notion that section 230 could be repealed, or that protections conferred 
on companies by section 230 could be revised or restricted (in practice, this has already 
occurred through copyright protection legislation). We understand that these proposals 
have not been given much detail.

7KH�H΍HFW�RI�VHFWLRQ����� �DV� LW� LV� FRPPRQO\� UHIHUUHG� WR�DPRQJ� LQWHUQHW�VFKRODUV�� LV� WR�
provide, through US federal regulation, a shield to the platforms, or any website that 
KRVWV�FRQWHQW�JHQHUDWHG�E\�XVHUV�ZKR�DUH�QRW�DɝOLDWHG�ZLWK�WKH�SODWIRUPV�WKHPVHOYHV��
It is broadly accepted that the platforms could not exist in their current form without s 
230: this is said to be because, without it, the platforms would be treated as endorsing 
or themselves expressing the information that users submit via their platforms, thereby 
H[SRVLQJ�WKHP�WR�OHJDO�DQG�ȴQDQFLDO�ULVNV��%DONLQ�KDV�VDLG�WKDW�72

Section 230 immunity and, to a lesser extent, § 512 [copyright] safe harbors have been 
among the most important protections of free expression in the United States in the digital 
age. They have made possible the development of a wide range of telecommunications 
systems, search engines, platforms, and cloud services without fear of crippling liability. 
An early version of Google or Facebook might not have survived a series of defamation 
lawsuits if either had been treated as the publisher of the countless links, blogs, posts, com-
ments, and updates that appear on their facilities. 

There is wide consensus that section 230 is not well understood in public discussions. In 
particular there has been a concerted campaign by some in US politics to suggest that 
it imposes a requirement on platforms to provide moderation of content that is, on a 
party-political basis, neutral, objective or balanced, and only provides such a shield if this 
requirement is followed. This is incorrect. 

Section 230 is a kind of “intermediary liability law”. In the European Union, the e-Com-
merce Directive plays a similar role. Intermediary liability laws not only  absolve platforms  
of liability if they do not moderate content, but also allow them to actually moderate con-
WHQW��.RVVH΍�H[SODLQV�WKDW�VHFWLRQ�����LV��LQ�SDUW��D�UHVSRQVH�WR�FDVH�ODZ�ZKLFK�VXJJHVWHG�
that a website that removed some content, but permitted other content, could or should 
be treated as endorsing the content that it allowed to remain on its services. As a result, 
it was treated as being “the publisher or speaker” of the content it did not remove, and 
subject to, among other things, action for defamation. Therefore, while section 230 pro-
vides a shield for the platforms when they fail to take actions that government and civil 
society might want them to take, such as removing certain types of “harmful” content, it  
also enables them to take the actions which  are being suggested. As some commentators 
have put it, without section 230, the platforms would be like other corners of the internet, 
which are practically unusable because they are dominated by content such as pornogra-
phy and spam. 

���Ʉ�ΖQFUHDVLQJO\��VWDWHV�DUH�UHTXLULQJ�WKH�SODWIRUPV�WR�KDYH�UHSUHVHQWDWLYHV�SUHVHQW�ZLWKLQ�WKHLU�VRY-
ereign jurisdictions, not only in the US. This has created concerns about the personal safety of those 
representatives in countries seeking to co-opt or control the way that the platforms moderate content: 
two recent examples of this include India and Turkey.

���Ʉ Balkin JM, ‘Old-school/New-school Speech Regulation’ (2014) 127 Harvard law review 2296 at 2313. 
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MANILA PRINCIPLES
As noted above, many countries adopt some form of intermediary liability law, which is 
essential for any platform that hosts user-generated content. Intermediary liability can 
also be a crucial tool for platforms to resist interference by governments seeking to con-
trol the way that platforms moderate speech by taking enforcement action against them. 
As a result, civil society organisations have articulated the Manila principles on interme-
diary liability, which date back to May 2015.73 These relate to the issue of intermediary 
liability, but notably, they still emphasise transparency and accountability in any laws or 
content moderation restriction policies and practices.74 The Manila principles therefore 
R΍HU�D�XVHIXO�VWDQGDUG�IRU�DVVHVVLQJ�UHJXODWRU\�SURSRVDOV��7KH\�LQFOXGH�WKDW�

• Intermediaries should be shielded from liability for third party content.

• Content must not be required to be restricted without an order by a judicial authority.

• Requests for restrictions of content must be clear, be unambiguous, and follow due 
process.

• /DZV�DQG�FRQWHQW� UHVWULFWLRQ�RUGHUV�DQG�SUDFWLFHV�PXVW� FRPSO\�ZLWK� WKH� WHVWV�RI�
necessity and proportionality.

• /DZV�DQG�FRQWHQW�UHVWULFWLRQ�SROLFLHV�DQG�SUDFWLFHV�PXVW�UHVSHFW�GXH�SURFHVV�

• Transparency and accountability must be built into laws and content restriction pol-
icies and practices.

There is a credible and notable list of individuals and institutions that support the Manila 
principles available online.75

���Ʉ�$�FRPSUHKHQVLYH�EDFNJURXQG�GRFXPHQW�LV�DYDLODEOH�DW��KWWSV���ZZZ�H΍�RUJ�ȴOHV������������PD-
nila_principles_background_paper.pdf>.

���Ʉ�6XSSRUWHG�E\�(OHFWURQLF�)URQWLHUV�)RXQGDWLRQ��$VVRFLDFLRQ�'HUHFKRVH�&LYLOHV��$UWLFOH�����7KH�&HQ-
tre for Internet and Society, Ong Derechos Digitalses, Kenya ICT Action Network, OpenNet. 

���Ʉ�6HH��KWWSV���PDQLODSULQFLSOHV�RUJ�RUJDQL]DWLRQ�VLJQDWRULHV�KWPO!�DQG��KWWSV���PDQLODSULQFLSOHV�
org/individual-signatories.html>.



52

What does good regulation look like?
There is widespread support for anchoring the task of regulating content moderation in 
the language and law of human rights, and particularly the right to freedom of expression. 
This context provides a vocabulary and a set of widely accepted concepts and principles 
for articulating why freedom of expression is important, when it can be limited in ways 
that are consistent with the public good, and what the common risks are to any situation 
where states are proposing to limit it. 

To illustrate the utility of anchoring this topic in the human right to freedom of expression, 
below we have summarised key points made by the UN Special Rapporteur on Freedom 
of Expression, David Kaye, in his report to the UN Human Rights Council of 2018.76 Kaye 
is a respected academic who has engaged extensively with governments, platforms, ac-
ademia and human rights groups in formulating his position. He also regularly defends 
his approach to human rights and the platforms and welcomes engagement with sceptics 
and dissenting voices.77 

SUMMARY
ΖQ�JHQHUDO��JRRG�UHJXODWLRQ�ZLOO�EH�FOHDU�HQRXJK�DQG�VSHFLȴF�HQRXJK�WKDW�WKH�SODWIRUPV�
are able to interpret it and comply with it without recourse to litigation. Bad regulation 
ZLOO�OHDYH�LW�XQFOHDU�ZKDW�WKH�SODWIRUPV�DUH�UHTXLUHG�WR�GR��DQG�LQ�UHODWLRQ�WR�ZKDW�VSHFLȴF�
content.

7KH�QDWXUH�RI� WKH�FRQWHQW� LV� LQWHJUDO� WR� WKLV�� ΖI� UHJXODWLRQ�RQO\�R΍HUV�YDJXH� LQGLFDWLRQV�
of what content the platforms should moderate then compliance will become a fraught 
activity, likely with adverse outcomes for users. This is true even if the regulation is clear 
in other regards. For example, if the regulation applies to child sexual abuse material, it 
will be easy to understand what content is relevant and how it should be moderated. If 
it applies to vague and contestable classes of information – like “coordinated inauthentic 
behaviour”, “misinformation”, and to a lesser (but still considerable) extent “hate speech” 
DQG� ȊWHUURULVW� FRQWHQWȋ�� WKHQ� WKH�SODWIRUPV�KDYH� LQVXɝFLHQW�JXLGDQFH�DERXW�ZKDW� WKH\�
ought to be moderating and why. With heavy penalties at stake, they will be obliged to 
err on the side of over-removal of content, which will likely put them in breach of human 
rights.

$V�ZHOO�DV�DSSO\LQJ�WR�FOHDUO\�GHȴQHG�FRQWHQW��JRRG�UHJXODWLRQ�ZLOO�FUHDWH�REOLJDWLRQV�RQ�
the platforms to record and report on how they are complying with the legislation. This 
will complement regulatory requirements for systems of appeal which meet the princi-
ples of natural justice, so that users can contest the content moderation actions of the 
platforms.

At the same time, good regulation will be alert to the unprecedented risks that arise from the 
platforms attempting to comply. The platforms are an exceptionally advanced architecture 
IRU�VXUYHLOODQFH�DQG�FUHDWH�VLJQLȴFDQW�GLJLWDO�WRROV�IRU�HQKDQFLQJ�RU�VXSSUHVVLQJ�ULJKWV�RI�
expression, opinion, privacy, and association. To the same extent that the platforms at 
their best greatly enable these rights, at their worst, they could greatly repress them.

���Ʉ�$ERYH��$�+5&�������

���Ʉ Ȇ7KH�/DZIDUH�3RGFDVW��7KH�$UULYDO�RI�ΖQWHUQDWLRQDO�+XPDQ�5LJKWV�/DZ�LQ�&RQWHQW�0RGHUDWLRQȇ�
�/DZIDUH�����0D\��������KWWSV���ZZZ�ODZIDUHEORJ�FRP�ODZIDUH�SRGFDVW�DUULYDO�LQWHUQDWLRQDO�KX-
man-rights-law-content-moderation>.
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Anjum Rahman is a leading voice on New Zealand’s response to the Christchurch attacks. 
She is a lead spokesperson for Inclusive Aotearoa Collective Tahono, a spokesperson for 
the Islamic Women’s Council of New Zealand, and a civil society member for the panel ad-
vising the GIFCT. She wrote an opinion piece for the Guardian opposing elements of New 
Zealand’s own regulatory response to the Christchurch attacks. Within her criticism, she 
R΍HUV�D�XVHIXO�VXPPDU\�RI�D�NH\�ULVN�WKDW�JRRG�UHJXODWLRQ�ZLOO�JXDUG�DJDLQVW�78

Any legislation should be assessed considering the worst-case scenario … How might a 
hostile government misuse this legislation, and what checks and balances are in place to 
prevent that misuse?

The key features to look for in assessing regulatory proposals are as follows:79

• Legality: does the regulation create a clear enough distinction between permissible 
and impermissible content, such that it avoids abusive or discriminatory enforce-
ment? Can users and platforms reasonably understand what content is or is not 
allowed, and what they must do in response? 

• 1HFHVVLW\��OHJLWLPDF\�DQG�SURSRUWLRQDOLW\� does the regulation aim to achieve a 
legitimate aim, such as protection of the rights of others? Is there a demonstrable 
connection between its purpose and the tools it uses to achieve that aim? Does it 
take the least restrictive approach available for individual rights and freedoms? 

• Transparency: does the legislation require records to be kept showing how the leg-
islation has been applied, both by platforms and by governments? Transparency is 
a crucial measure for detecting and remedying abuse, as well as assessing whether 
interventions are necessary and proportionate, including whether they are having 
the intended impact.

• Reliance on automation:�GRHV�WKH�UHJXODWLRQ�H΍HFWLYHO\�UHTXLUH�WKH�XVH�RI�DXWR-
mated tools in order to achieve compliance? For example, is it impossible to comply 
with a particular timeframe without the use of proactive algorithmic detection? 

In summary, good legislation will do the following:

• Set rules and standards that are as clear as possible to distinguish between what 
NLQG�RI�FRQWHQW�LV�SHUPLWWHG�DQG�ZKDW�NLQG�RI�FRQWHQW�LV�QRW�SHUPLWWHG��Ȋ>Ζ@W�LV�QRW�
enough that restrictions on freedom of expression are formally enacted as domes-
WLF�ODZV�RU�UHJXODWLRQV��ΖQVWHDG��UHVWULFWLRQV�PXVW�DOVR�EH�VXɝFLHQWO\�FOHDU��DFFHVVLEOH�
and predictable (CCPR/C/GC/34).”80 Any vagueness or ambiguity in these content 
standards create a risk that they will be enforced in a discretionary or discriminatory 
way. This could lead to abuse by nation states against minority populations or po-
litical opposition. It could also lead to discriminatory enforcement against minority 
groups as a result of systemic discrimination, racism, sexism, or other factors. 

• Any decision that applies the law must be capable of review and appeal by a legal 
body, such as a court or tribunal. “While it is recognized that business enterprises 

���Ʉ Ȇ/LYHVWUHDPLQJ�%LOO�ΖQWURGXFHG�DIWHU�&KULVWFKXUFK�$WWDFNV�&RXOG�&ULPLQDOLVH�ΖQQRFHQW�3HRSOH�_�
$QMXP�5DKPDQ�_�7KH�*XDUGLDQȇ��KWWSV���ZZZ�WKHJXDUGLDQ�FRP�ZRUOG�FRPPHQWLVIUHH������PDU����
livestreaming-bill-introduced-after-christchurch-attacks-could-criminalise-innocent-people>.

���Ʉ�6XPPDULVHG�E\�%UDLQER[�EDVHG�RQ�.D\H��DERYH��$�+5&�������

���Ʉ Comment of the Special Rapporteur on the promotion and protection of the right to freedom of
opinion and expression to the Government of Germany on the the draft law “Netzdurchführungs-
JHVHW]ȋ�1HW]'*��5HIHUHQFH��2/�'(8�����������-XQH�������
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also have a responsibility to respect human rights, censorship measures should not 
be delegated to private entities (A/HRC/17/31). States should not require the private 
sector to take steps that unnecessarily or disproportionately interfere with freedom 
of expression, whether through laws, policies or extralegal means (A/HRC/32/38).”81

• There must be a demonstrable connection between the kind of conduct being 
restricted by regulation and the kind of harm that is alleged to result. Regulation 
must only intrude upon individual freedoms to the extent necessary to achieve the 
GHVLUHG�H΍HFW��5HJXODWRU\�DLPV�PXVW�DOVR�EH� OHJLWLPDWH� LQ�WHUPV�RI�KXPDQ�ULJKWV�
norms. These requirements are caught by the terms “necessity”, “proportionality”, 
and “legitimacy”: “The requirement of necessity … implies an assessment of the pro-
portionality of restrictions, with the aim of ensuring that restrictions “target a spe-
FLȴF�REMHFWLYH�DQG�GR�QRW�XQGXO\�LQWUXGH�XSRQ�WKH�ULJKWV�RI�WDUJHWHG�SHUVRQVȋ��7KH�
HQVXLQJ�LQWHUIHUHQFH�ZLWK�WKLUG�SDUWLHVȇ�ULJKWV�PXVW�DOVR�EH�OLPLWHG�DQG�MXVWLȴHG�LQ�
WKH�LQWHUHVW�VXSSRUWHG�E\�WKH�LQWUXVLRQ��$�+5&���������Ȑ�>7@KH�UHVWULFWLRQV�PXVW�EH�
“the least intrusive instrument among those which might achieve the desired result” 
(CCPR/C/GC/34).”82

• /HJLVODWLRQ�VKRXOG�UHTXLUH�DQG�IRVWHU�WUDQVSDUHQF\�DERXW�ZKDW�FRQWHQW�PRGHUDWLRQ�
actions are being taken and why. These transparency requirements should be im-
posed on both states and platforms.

• /HJLVODWLRQ� WKDW� UHTXLUHV� WKH�XVH�RI� DXWRPDWHG�GHWHFWLRQ� DQG� HQIRUFHPHQW� WRROV�
will require companies to use tools that import bias, and may have discriminatory 
H΍HFWV�� $XWRPDWHG� WRROV� DUH� QRW� VRSKLVWLFDWHG� HQRXJK� WR� LQFOXGH� DVVHVVPHQW� RI�
context, which is frequently essential for determining whether content is permissi-
ble or impermissible. 

• /HJLVODWLRQ�VKRXOG�QRW�XQMXVWLȴDEO\� OLPLW� LQGLYLGXDO�SULYDF\�� LQFOXGLQJ�E\� UHTXLULQJ�
platforms to report users to governments based upon what they are saying or doing 
online. The right to privacy and the right to freedom of expression are linked.

• /HJLVODWLRQ�WKDW�LPSRVHV�PDVVLYH�ȴQDQFLDO�SHQDOWLHV�ZLOO�LQȵXHQFH�SODWIRUPV�WR�WDNH�
a course of action most likely to reduce their own risk, including to over-remove con-
WHQW�UDWKHU�WKDQ�ULVN�D�ȴQH��ZKLFK�LV�OLNHO\�WR�KDYH�GLVSURSRUWLRQDWH�RU�GLVFULPLQDWRU\�
H΍HFWV�

Kaye, as UN Special Rapporteur for freedom of expression, made the following recom-
mendations for States:83

• “States should repeal any law that criminalizes or unduly restricts expression, online 
RU�RɞLQH�ȋ�

• “Smart regulation, not heavy-handed viewpoint-based regulation, should be the 
norm, focused on ensuring company transparency and remediation to enable the 
public to make choices about how and whether to engage in online forums. States 
should only seek to restrict content pursuant to an order by an independent and 
impartial judicial authority, and in accordance with due process and standards of 
legality, necessity  and  legitimacy.  States should  refrain  from  imposing dispropor-
WLRQDWH�VDQFWLRQV��ZKHWKHU�KHDY\�ȴQHV�RU�LPSULVRQPHQW��RQ�ΖQWHUQHW�LQWHUPHGLDULHV��
JLYHQ�WKHLU�VLJQLȴFDQW�FKLOOLQJ�H΍HFW�RQ�IUHHGRP�RI�H[SUHVVLRQ�ȋ�

���Ʉ�ΖELG�DW�S���

���Ʉ Ibid at p 2.

���Ʉ�$ERYH��$�+5&�������DW�SDUDV��������SS��������
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• “States and intergovernmental organizations should refrain from establishing laws 
RU�DUUDQJHPHQWV�WKDW�ZRXOG�UHTXLUH�WKH�ȊSURDFWLYHȋ�PRQLWRULQJ�RU�ȴOWHULQJ�RI�FRQ-
tent, which is both inconsistent with the right to privacy and likely to amount to 
pre-publication censorship.” 

• “States should refrain from adopting models of regulation where government agen-
cies, rather than judicial authorities, become the arbiters of lawful expression. They 
should avoid delegating responsibility to companies as adjudicators of content, 
which empowers corporate judgment over human rights values to the detriment 
of users.”

• “States should publish detailed transparency reports on all content-related requests 
issued to intermediaries and involve genuine public input in all regulatory consid-
erations.”

THE BENEFITS OF TRANSPARENCY REPORTING
A consistent thread throughout the material we have reviewed, including from Kaye, is 
the role that transparency reporting and transparent approaches can play as a crucial 
safeguard against abuse by platforms, users or governments. Kaye points to companies’ 
transparency reports as being a key indicator of the kind of pressure being placed on 
platforms by nation states, but notes that enhanced transparency requirements would 
produce more useful information:84

Companies have developed transparency reports that publish aggregated data on govern-
ment requests for content removal and user data. Such reporting demonstrates the kinds 
RI�SUHVVXUHV�WKH�FRPSDQLHV�IDFH��7UDQVSDUHQF\�UHSRUWLQJ�LGHQWLȴHV��FRXQWU\�E\�FRXQWU\��WKH�
number of legal removal requests, the number of requests where some action was taken 
or content restricted and, increasingly, descriptions and examples of selected legal bases. 
However, as the leading review of Internet transparency concludes, companies disclose “the 
least amount of information about how private rules and mechanisms for self-and co-reg-
ulation are formulated and carried out”. In particular, disclosure concerning actions taken 
pursuant to private removal requests under terms of service is “incredibly low”. 

Kaye’s recommendations also support platforms to push back against requests by gov-
ernments to deal with content in particular ways:85

Companies often claim to take human rights seriously. But it is not enough for companies 
to undertake such commitments internally and provide ad hoc assurances to the public 
when controversies arise. Companies should also, at the highest levels of leadership, adopt 
DQG� WKHQ�SXEOLFO\�GLVFORVH� VSHFLȴF�SROLFLHV� WKDW� ȊGLUHFW�DOO�EXVLQHVV�XQLWV�� LQFOXGLQJ� ORFDO�
subsidiaries, to resolve any legal ambiguity in favour of respect for freedom of expression, 
privacy, and other human rights”. Policies and procedures that interpret and implement 
JRYHUQPHQW�GHPDQGV�WR�QDUURZ�DQG�ȊHQVXUH�WKH�OHDVW�UHVWULFWLRQ�RQ�FRQWHQWȋ�VKRXOG�ȵRZ�
from these commitments. Companies should ensure that requests are in writing, cite spe-
FLȴF�DQG�YDOLG�OHJDO�EDVHV�IRU�UHVWULFWLRQV�DQG�DUH�LVVXHG�E\�D�YDOLG�JRYHUQPHQW�DXWKRULW\�
in an appropriate format. When faced with problematic requests, companies should seek 
FODULȴFDWLRQ�RU�PRGLȴFDWLRQ��VROLFLW�WKH�DVVLVWDQFH�RI�FLYLO�VRFLHW\��SHHU�FRPSDQLHV��UHOHYDQW�
government authorities, international and regional bodies and other stakeholders; and 

���Ʉ�$ERYH��$�+5&�������DW�S����
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explore all legal options for challenge. When companies receive requests from States under 
their terms of service or through other extralegal means, they should route these requests 
through legal compliance processes and assess the validity of such requests under relevant 
local laws and human rights standards. 

Kaye notes that transparency practices are essential for illuminating the relationships be-
WZHHQ�SODWIRUPV�DQG�VWDWHV��IRU�VXSSRUWLQJ�WUXVW�DQG�FRQȴGHQFH��DQG�IRU�PLWLJDWLQJ�WKH�
potential for abuse:86

In the face of censorship and associated human rights risks, users can only make informed 
decisions about whether and how to engage on social media if interactions between com-
panies and States are meaningfully transparent. Best practices on how to provide such 
transparency should be developed. Company reporting about State requests should be 
supplemented with granular data concerning the types of requests received (e.g., defama-
tion, hate speech, terrorism-related content) and actions taken (e.g., partial or full removal, 
FRXQWU\�VSHFLȴF�RU�JOREDO�UHPRYDO��DFFRXQW�VXVSHQVLRQ��UHPRYDO�JUDQWHG�XQGHU�WHUPV�RI�
VHUYLFH���&RPSDQLHV�VKRXOG�DOVR�SURYLGH�VSHFLȴF�H[DPSOHV�DV�RIWHQ�DV�SRVVLEOH��7UDQVSDU-
ency reporting should extend to government demands under company terms of service and 
must also account for public-private initiatives to restrict content, such as the European 
Union Code of Conduct on countering illegal hate speech online, governmental initiatives 
such as Internet referral units and bilateral understandings such as those reported be-
tween YouTube and Pakistan and Facebook and Israel. Companies should preserve records 
of requests made under these initiatives and communications between the company and 
the requester and explore arrangements to submit copies of such requests to a third-party 
repository.

Transparency is also an important safeguard against the misuse or over-use on automa-
tion and the ensuing impact on freedom of expression:87 

Notwithstanding advances in aggregate transparency of government removal requests, 
terms of service actions are largely unreported. Companies do not publish data on the 
volume and type of private requests they receive under these terms, let alone rates of com-
pliance. Companies should develop transparency initiatives that explain the impact of au-
WRPDWLRQ�� KXPDQ�PRGHUDWLRQ� DQG�XVHU� RU� WUXVWHG� ȵDJJLQJ� RQ� WHUPV� RI� VHUYLFH� DFWLRQV��
While a few companies are beginning to provide some information about these actions, the 
LQGXVWU\�VKRXOG�EH�PRYLQJ�WR�SURYLGH�PRUH�GHWDLO�DERXW�VSHFLȴF�DQG�UHSUHVHQWDWLYH�FDVHV�
DQG�VLJQLȴFDQW�GHYHORSPHQWV�LQ�WKH�LQWHUSUHWDWLRQ�DQG�HQIRUFHPHQW�RI�WKHLU�SROLFLHV��

GOOD LEGISLATION INCLUDES LEGAL AND CONSTITUTIONAL 
SAFEGUARDS, WHICH CAN GENERATE UNCERTAINTY
Once legislation passes through democratic processes founded on the rule of law and 
KXPDQ�ULJKWV��LWV�XOWLPDWH�H΍HFW�FDQ�EH�GL΍HUHQW�WKDQ�RULJLQDOO\�LQWHQGHG��ΖQ�UHODWLRQ�WR�
each state-based regulatory proposal, there are a number of legal and political factors 
WKDW�PD\�OHDG�OHJLVODWLRQ�DV�GUDIWHG�WR�WDNH�D�GL΍HUHQW�FRXUVH�WKDQ�H[SHFWHG��7KLV�LV�HVSH-
cially important to bear in mind when it comes to understanding what a regulatory pro-
posal would do based on statements by media or politicians. It is equally important even 
where regulation has been passed as legislation by democratic bodies. When it comes to 

���Ʉ�$ERYH��$�+5&�������DW�SDUD����
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SURWHFWLQJ�IXQGDPHQWDO�ULJKWV��LW�LV�D�JRRG�WKLQJ�WKDW�WKH�LQWHQGHG�H΍HFW�RI�WKH�ODZ�PD\�
change over time as it makes its way through political, legislative and legal systems.

When assessing the merits of any regulatory proposal we emphasise the following in-
sights about the legislative process to the investor group. 

• 'UDIW�SLHFHV�RI�UHJXODWLRQ�PD\�EH�VXEMHFW�WR�VLJQLȴFDQW�UHYLVLRQ�DIWHU�SXEOLF�FRQVXO-
WDWLRQ��ZKLFK�FDQ�WDNH�VLJQLȴFDQW� WLPH�DQG� OHDG�WR� ODUJH�YROXPHV�RI�PDWHULDO�DQG�
commentary. Much of this commentary must be incorporated into a draft in some 
form. A proper public consultation process should be open to the possibility that the 
legislative exercise is abandoned entirely, although this is unlikely.

• Even a well-advanced legal proposal from the executive branch of government may 
not receive enough votes in a legislative body to be passed. This can result from po-
litical or pragmatic factors unrelated to the merits of the regulatory proposal. 

• Given the long timeframe for  developing these regulatory proposals and passing 
them into law, executive governments pushing a particular piece of legislation may 
lose power in democratic elections before the regulatory proposal can be advanced. 
Again, this may have little to do with the merits of the regulation being proposed by 
that government.

• Where regulation is passed as legislation, within some constitutional systems, the 
law may be struck down by the judicial branch of government for non-compliance 
with higher law such as a written constitution. This can render a regulatory proposal 
LQH΍HFWLYH�ZKHQ�LW�HYHQWXDOO\�FRPHV�WR�EH�DVVHVVHG�E\�WKH�MXGLFLDO�EUDQFK�RI�JRYHUQ-
ment, but it can take a long time before the legal position is clear. 

• In some constitutional systems, the judicial branch may interpret statutory language 
broadly or narrowly in order to take a more rights-consistent approach. While this 
GRHV�QRW�DPRXQW�WR�IRUPDOO\�VWULNLQJ�GRZQ�D�ODZ��LW�FDQ�VLJQLȴFDQWO\�DOWHU�WKH�DFWXDO�
H΍HFW�RI�WKH�UHJXODWLRQ�E\�FRPSDULVRQ�ZLWK�WKH�SXEOLFO\�VWDWHG�LQWHQW�RI�H[HFXWLYH�
or legislative government. Many of the regulatory proposals we investigated used 
vague or imprecise standards to delineate between permissible and impermissible 
FRQWHQW��DQG�ZH�SUHGLFW�WKDW�MXGLFLDO�LQWHUSUHWDWLRQ�ZLOO�EH�D�VLJQLȴFDQW�IDFWRU�LQ�XQ-
derstanding what these standards actually require. 

• When a law has been passed, compliance can be achieved in two ways: through 
proactive response by the regulated entity, either for non-punitive good faith rea-
sons, or to avoid punitive penalties; or by compliance and enforcement action by 
WKH�VSHFLȴHG�UHJXODWRU\�ERG\��:KHUH�UHJXODWLRQ�UHOLHV�KHDYLO\�RQ�SXQLWLYH�GHWHUUHQW�
approaches (as many of the proposals do), compliance action will occur through 
legal processes and may be challenged through review and appeal to courts. As a 
result, any remedy or penalty imposed on the platforms under the law may take 
\HDUV�WR�EH�LPSOHPHQWHG��PDNLQJ�LW�GLɝFXOW�WR�DVVHVV�WKH�PHULWV�RI�WKH�UHJXODWLRQ�
in advance. Further, during legal enforcement processes, the practice of statutory 
LQWHUSUHWDWLRQ�E\�WKH�MXGLFLDO�EUDQFK�PD\�VXEVWDQWLDOO\�DOWHU�WKH�H΍HFW�RI�WKH�ODZ�E\�
comparison with what observers or executive/legislative actors thought the law’s 
H΍HFW�ZRXOG�EH��

• Many of the legislative proposals require further regulatory processes to be fol-
lowed, for example the articulation of secondary or delegated legislation and codes 
of practice to narrow the broad drafting of the regulatory instrument as drafted. For 
WKLV�UHDVRQ��LW�LV�LPSRVVLEOH�WR�VD\�DW�WKLV�SRLQW�ZKDW�WKH�SODWIRUPVȇ�ȴQDO�OHJDO�REOLJD-
tions will be with regard to content moderation. 
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• In some cases, domestic regulatory proposals may be subject to review by inter-
national legal bodies. This is another way that a domestic regulatory proposal as 
drafted may be challenged or subject to review. 

*LYHQ�WKH�QRYHOW\�RI�HDFK�RI�WKH�OHJLVODWLYH�SURSRVDOV�ZH�DVVHVVHG��LW�LV�GLɝFXOW�WR�SUHGLFW�
how the stated intention of executive or legislative branches of government about a leg-
LVODWLYH�SURSRVDOȇV�LQWHQGHG�H΍HFW�ZLOO�FRPH�WR�SDVV��JLYHQ�WKH�LQSXW�RI�RWKHU�GHPRFUDWLF�
and legal institutions. 

It is important to emphasise that each of the points raised in the bullet points above are 
important features of proper governance according to the rule of law, the doctrine of 
the separation of powers and democratic principles. The factors we identify in the bullet 
SRLQWV�DUH�QRW�EDUULHUV�WR�H΍HFWLYH�UHJXODWLRQ��WKH\�DUH�SDUW�RI�WKH�OHJDO�HQYLURQPHQW�WKDW�
H΍HFWLYH�UHJXODWLRQ�VKRXOG�DQWLFLSDWH�DQG�HPEUDFH��6XFK�EDUULHUV�DUH�DQ�HVVHQWLDO�SDUW�
of the requirement that states only limit the human right to freedom of expression using 
ODZ��UDWKHU�WKDQ�DUELWUDU\�GLVFUHWLRQ��7KH\�UHVXOW�IURP�OHJDO�DQG�FRQVWLWXWLRQDO�H΍RUWV�WR�
prevent the concentration of power in any one arm of government, precisely because of 
the threats this poses to individual civil liberties and human rights. Because of the inev-
LWDEOH�LPSDFW�WKDW�VWDWH�LQȵXHQFH�RQ�SODWIRUP�FRQWHQW�PRGHUDWLRQ�ZLOO�KDYH�IRU�ULJKWV�WR�
privacy, freedom of expression, and freedom of association, it is essential that good regu-
lation embraces and invites input from a range of constitutional actors. 
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Risks created by content-specific regulatory proposals 
We reviewed secondary materials and commentary around a range of regulatory propos-
als. Our review could not be comprehensive given the limited scale of this project, howev-
HU�ZH�KDYH�LGHQWLȴHG�D�UDQJH�RI�SURPLQHQW�IHDWXUHV�ZKLFK�DUH�SUHVHQW�WR�YDU\LQJ�GHJUHHV�
in a range of regulatory proposals. We set these out here with a view to providing insight 
into the desirability of those regulatory features. 

TREND TOWARD USE OF STATE-LEVEL LEGISLATION AND AWAY FROM 
SELF- OR CO-REGULATION
There is a clear trend towards greater regulation of the platforms. Much of this is already 
LQ�H΍HFW�YLD�D�QHWZRUN�RI�VHOI�UHJXODWRU\�DQG�FR�UHJXODWRU\�PHFKDQLVPV�DQG�SROLFLHV��SUL-
vate and independent regulatory institutions, and voluntary collaborations between the 
SODWIRUPV�DQG�VWDWHV��7KHUH�DUH�VLJQLȴFDQW�JDSV�LQ�WKLV�QHWZRUN�RI�UHJXODWRU\�PHFKDQLVPV��
VSHFLȴFDOO\�LQ�UHODWLRQ�WR�UHFRUG�NHHSLQJ��SXEOLF�GDWD�DYDLODELOLW\��WUDQVSDUHQF\��DQG�FRQ-
sistency of content moderation decision-making. This variety of non-legislative regulatory 
interventions is discussed by the Global Network Initiative:88

Governments are increasingly considering ways to regulate content and conduct through 
tried-and-true legal demands to intermediaries, to deploying government-ordered network 
disruptions. Governments are also trying out “new school,” less-direct, and non-legal ap-
proaches, including pressuring ICT intermediaries to expand the range of content prohib-
ited under their community standards, as well as their enforcement of those standards 
— often under the (implicit or explicit) threat of legislation or regulation.

CONTENT-SPECIFIC REGULATION GENERALLY INCORPORATES THE 
FOLLOWING PATTERN
$OO�FRQWHQW�VSHFLȴF�FRQWHQW�PRGHUDWLRQ�UHJXODWLRQ�UHTXLUHV�SODWIRUPV�WR�GR�D�VHULHV�RI�
common tasks. We covered many of those tasks in Part 1. If legislators wish to commit 
these tasks to legislation, they  must be capable of clearly stating what those tasks are and 
KRZ�WKH\�VKRXOG�EH�SHUIRUPHG��ZKLFK�LV�GLɝFXOW�89 Further, each of these tasks imports a 
degree of risk from a human rights perspective. We explain those core common tasks and 
LOOXVWUDWH�KRZ�WKH\�LPSRUW�KXPDQ�ULJKWV�ULVNV�EHORZ��7KH�WDVNV�DUH�b

1. 7KH� OHJLVODWLRQ�PXVW�GHȴQH�D� VHW�RI� FDWHJRULHV�RI� FRQWHQW� WKDW� FOHDUO\�GLVWLQJXLVK�
between permissible and impermissible content. This creates risks to freedom of 
expression because it authorises states to dictate what may or may not be said. 
:KLOH�VWDWHV�FOHDUO\�FDQ�MXVWLȴDEO\�OLPLW�IUHHGRP�RI�H[SUHVVLRQ��LW�LV�GLɝFXOW�WR�GR�VR�
using clear language that creates predictable categories. Traditionally, these cate-
gories were framed in terms of legal and illegal speech: increasingly, regulators are 
attempting to create new categories of speech that are lawful, but allegedly harmful. 
7KLV�LV�D�GLɝFXOW�H[HUFLVH��ΖW�DOVR�FUHDWHV�ULVNV�WKDW�VWDWHV�ZLOO�XQMXVWLȴDEO\�OLPLW�IUHH-
dom of expression on particular topics in the name of “safety” or avoiding “harm”, 

���Ʉ See Global Network Initiative “Content Regulation and Human Rights: Analysis and Recommenda-
tions” (2020) at p 7.

���Ʉ�7KLV�LV�HVVHQWLDO�IURP�D�KXPDQ�ULJKWV�SHUVSHFWLYH��DV�WKH�OLQH�EHWZHHQ�SHUPLVVLEOH�DQG�LPSHUPLV-
sible content must be clearly stated as a matter of law, not as a matter of discretion, which might be 
abused by nation states. 
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without meeting the thresholds of necessity and proportionality required by human 
rights law. 

2. Next, platforms must be capable of identifying content which allegedly falls into a 
FDWHJRU\�UHTXLULQJ�LW�WR�EH�GHDOW�ZLWK�LQ�D�SDUWLFXODU�ZD\��7KLV�LV�D�GLɝFXOW�WHFKQLFDO�
WDVN��ΖW�LV�DOVR�D�GLɝFXOW�OHJDO�WDVN��DV�FDWHJRULHV�RI�FRQWHQW�PD\�QRW�EH�ZHOO�GHȴQHG��
The current technical methods for identifying such content all have risks of inaccu-
racy, and all raise the risk that they are abused. Because technical methods are al-
gorithmic, this also raises issues of bias and ethics which are acquiring prominence 
in discussions in policy and tech communities. Accordingly, while automated meth-
ods might be thought to decrease human input, conversely, the use of automated 
techniques can serve to compound the level of human input and oversight required. 
The platforms broadly have the following methods available for identifying content 
which might fall into prohibited categories and each of these methods also raise 
human rights risks. 

1� Proactive algorithmic detection (before upload or distribution)� The use 
RI�ȊXSORDG�ȴOWHUVȋ� LV�RQH�RI�WKH�PRVW�UHVWULFWLYH�IRUPV�RI�UHVWULFWLRQ�RQ�IUHH-
GRP�RI�H[SUHVVLRQ��7KH\�DOVR�UHO\�RQ�DOJRULWKPLF�PHWKRGV�ZKLFK�FDQ�VX΍HU�
IURP�XQMXVWLȴHG�ELDV��GLVFULPLQDWRU\�H΍HFWV��RU�IDOVH�SRVLWLYHV��7KHVH�VRUWV�RI�
XSORDG�ȴOWHUV�DUH�WKH�NLQG�XVHG�E\�VRPH�FRPSDQLHV�WR�LPSOHPHQW�WKH�*Ζ)&7�
shared hash database and they are, or should be, reserved only for the most 
H[WUHPH�FRQWHQW�ZKLFK�KDV�DOUHDG\�EHHQ�DSSURSULDWHO\�FODVVLȴHG��

2� Reactive algorithmic detection (after upload and distribution)� Algorith-
mic detection of content that occurs once something has already entered a 
platform’s systems more likely relies on the use of machine learning tech-
QLTXHV�DQG�DUWLȴFLDO�LQWHOOLJHQFH��ZKLFK�LQFUHDVHV�WKH�SURVSHFW�WKDW�DOJRULWKPLF�
IDOVH�SRVLWLYHV�RU�IDOVH�QHJDWLYHV�ZLOO�KDYH�GLVFULPLQDWRU\�RU�KDUPIXO�H΍HFWV��
Algorithmic systems are poor at detecting the context for content, which can 
drastically change its intended and received meaning.   

3� Flagging by general users��XVHUV�RQ�WKH�SODWIRUP�FDQ�ȵDJ�FRQWHQW�WKDW�WKH\�
allege breaches community guidelines or other relevant rules, including reg-
ulation. These mechanisms are often subject to abuse or misreporting, for 
DQ�H[WUHPHO\�EURDG�UDQJH�RI� UHDVRQV�ZKLFK�DUH�GLɝFXOW� WR�DQWLFLSDWH��6XFK�
DEXVHV� LQFOXGH� KDUPIXO� UHSRUWLQJ�ZLWKRXW� MXVWLȴFDWLRQ� LQ� RUGHU� WR� LQWHUIHUH�
with another user’s online behaviour, including the practice of “copyright troll-
LQJȋ��7KLV�KDV�OHG�WR�UHJLPHV�RI�ȊWUXVWHG�ȵDJJHUVȋ��DV�RXWOLQHG�EHORZ�

4� Flagging by trusted users: platforms frequently confer “trusted” status on 
some users, which enables their reports about content infringing platform 
terms of service to be escalated rapidly. Such regimes create broad issues for 
ZKR�FDQ�EHFRPH�D�WUXVWHG�ȵDJJHU�DQG�FDQ�DOVR�OHDG�WR�RYHU�UHOLDQFH�RQ�VXFK�
PHFKDQLVPV��LQ�VLWXDWLRQV�ZKHUH�ȵDJJLQJ�E\�ȊQRQ�WUXVWHG�XVHUVȋ�LV�HTXDOO\�LP-
SRUWDQW��7KHUH� LV�HYLGHQFH�WKDW� WKH�SODWIRUPV�DUH�FRQIHUULQJ� WUXVWHG�ȵDJJHU�
status on some government agencies, which creates further freedom of ex-
pression issues. 

5� Flagging by states: there is a growing trend where states use platforms’ terms 
of service in order to have platforms take down content. Content is removed 
on the basis that it infringes platform terms of service, but this obscures the 
fact that the request has come from a state, and may not have been autho-
rised by any other legal instrument. This creates issues where the user subject 
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to the takedown notice has no knowledge that a state is the actor responsi-
ble for asking for their content to be removed. Further, because platforms 
DUH�XQGHU�VLJQLȴFDQW�SUHVVXUH�IURP�VWDWHV�RQ�PXOWLSOH�IURQWV��LQFOXGLQJ�LQ�WKH�
areas of taxation, antitrust, and content moderation regulation proposals) 
platforms have a real or perceived interest in being unduly deferential toward 
QRWLȴFDWLRQV�PDGH�E\�VWDWHV��+XPDQ�ULJKWV�DGYRFDWHV�H[SUHVV�FRQFHUQ�DERXW�
the way that platforms do not report on the number of requests for takedown 
pursuant to community guidelines that are made by states. This practice has 
been challenged in and upheld by the Israeli Supreme Court, and examined by 
the UN Special Rapporteur for Freedom of Expression. 

3. 2QFH�SRWHQWLDOO\� LQIULQJLQJ� FRQWHQW�KDV�EHHQ� LGHQWLȴHG�� SODWIRUPV�PXVW� DVVHVV� LW��
and classify it into one of the categories created by regulation. At this point, plat-
IRUPV�DUH�OLNHO\�WR�EH�FRQIURQWHG�ZLWK�D�UDQJH�RI�FRQȵLFWLQJ�UXOH�VHWV��RU�DPELJXLWLHV�
in those rule-sets. For example, platforms must already adjudicate between domes-
tic law, their own content policies, and international human rights principles. In the 
future, one risk is that platforms will have to be able to apply a range of distinct 
VWDWH�EDVHG�UHJXODWRU\�PHFKDQLVPV��DOO�RI�ZKLFK�KDYH�VLPLODU�VWUXFWXUDO�ȵDZV��

4. +DYLQJ�FODVVLȴHG�WKH�FRQWHQW�RQFH�LW�KDV�EHHQ�LGHQWLȴHG��SODWIRUPV�PXVW�DFW�LQ�DF-
FRUGDQFH�ZLWK�WKDW�FODVVLȴFDWLRQ�GHFLVLRQ��)RU�SODWIRUPV��KRZ�WKH\�VKRXOG�DFW�LQ�UH-
sponse is not always clear cut. This is compounded by the way that platforms sit 
across jurisdictions. One concern raised by human rights organisations is  that do-
mestic regulation may be applied to limit people from viewing content outside the 
jurisdiction of a state’s sovereign jurisdiction. Furthermore, there is a developing 
discussion about moving content moderation action beyond the binary decision to 
take it down or leave it up, including to place content behind an interstitial barrier, 
algorithmically de-rank it so it is seen less often, to delete it, or make it less likely to 
be seen by users with particular characteristics (ie, children or people expressing 
a preference not to see content of that type). One risk created by regulation that 
imposes harsh penalties for non-compliance and sets short timeframes for action is 
that these decisions must be made fast, and are usually done with a view to avoiding 
liability, rather than protecting the rights of users, or with regard to the potential 
abuses by states or other users. 

5. Regulation seldom focuses on providing procedural rights or a right of appeal 
against a decision made by a platform to act on particular content, including wheth-
HU� WKH�SODWIRUPVȇ�RZQ�FODVVLȴFDWLRQ�GHFLVLRQ�ZDV�FRUUHFW��*RRG�UHJXODWLRQ�VKRXOG�
take these process rights into account (the EU’s Digital Services Act proposal is the 
VWURQJHVW�LQ�WKLV�UHJDUG���2QH�VLJQLȴFDQW�FULWLFLVP�RI�*HUPDQ\ȇV�1HW]'*�ODZ�LV�WKDW�
LW�UHTXLUHV�SODWIRUPV�WR�PDNH�FODVVLȴFDWLRQ�GHFLVLRQV�EDVHG�RQ�OHJDO�FULWHULD��EXW�LW�
provides little judicial oversight or appeal to judicial mechanisms in response to 
WKRVH�GHFLVLRQV��2QH�H΍HFW�RI�WKLV�LV�WKDW�LW�H΍HFWLYHO\�VKLIWV�WKH�VWDWHȇV�OHJDO�LQȵX-
ence over content moderation outside the oversight of the judicial system, remov-
ing key checks and balances on government use of legal power. 
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Preferable regulatory approaches 
Among human rights commentators, there seems to be a consensus that regulatory ap-
proaches which dictate to the platforms particular content standards are undesirable and 
FUHDWH�VLJQLȴFDQW�ULVN�WR�KXPDQ�ULJKWV��%\�FRQWUDVW��WKHUH�LV�ZLGHVSUHDG�VXSSRUW�IURP�D�
range of actors for regulatory approaches which enhance independent insight into how 
the platforms are moderating content according to their own standards.

IMPOSE TRANSPARENCY, DISCLOSURE AND AUDITING FRAMEWORKS 
FOR PLATFORM CONTENT MODERATION 
The best kind of regulation by states would enhance auditing and scrutiny of how content 
PRGHUDWLRQ�V\VWHPV�DUH�RSHUDWLQJ��5HJLPHV�RI�WKLV�NLQG�DUH�EHQHȴFLDO�EHFDXVH�RI�WKH�ZD\�
WKH\�DLP�WR�UHPHG\�SRZHU�LPEDODQFHV�EHWZHHQ�GL΍HUHQW�SDUWLHV�WR�D�FRQWHQW�PRGHUDWLRQ�
process. We think that the separation of powers, and the use of checks and balances on 
GL΍HUHQW�DFWRUV�ZLWKLQ�FRQWHQW�PRGHUDWLRQ�V\VWHPV��DUH�XVHIXO�WKHRUHWLFDO�WUDGLWLRQV�WR�
draw upon in regulating the content moderation relationship. 

This transparency-centred approach is being suggested for the EU’s Digital Services Act 
and it merits further investigation. A similar approach to regulation (in the context of 
disinformation) is supported by the UN Special Rapporteur on Freedom of Expression:90

State  regulation  of  social  media  should  focus  on  enforcing  transparency,  due process  
rights  for  users  and  due  diligence  on  human  rights  by  companies,  and  on ensuring  
WKDW��WKH��LQGHSHQGHQFH��DQG��UHPLW��RI��WKH��UHJXODWRUV��DUH��FOHDUO\��GHȴQHG��JXDUDQWHHG�
and limited by law.

We endorse regulation of this kind because we believe it contributes to an overall balance 
and separation of powers between platforms, users and states in the following ways:

• Empower individuals against platforms: to better understand and demonstrate how 
the platforms may be acting to control their behaviour in the digital space. This will 
also facilitate better public discussions about how the platforms are acting in rela-
tion to particular pieces of content. 

• Empower NGOs against platforms by providing a superior evidence base for prais-
ing or criticising the way the platforms are moderating content. NGOs will also have 
EHWWHU�LQVLJKW�LQWR�KRZ�JRYHUQPHQWV�PD\�EH�LQȵXHQFLQJ�SODWIRUPV��

• Empower states against platforms by providing a better empirical basis for demon-
strating where content moderation decisions are being made according to improper 
considerations or poor process, or where decisions are out of step with community 
expectations. States would also be able to demonstrate that a particular incident 
that has attracted public scrutiny is or is not part of a broader pattern of conduct 
rather than being an isolated incident.

• Empower platforms against states: platforms retain the authority to apply their 
own content moderation policies, including to apply international standards rather 
than domestic standards, and to develop an evidence base to defend their content 

���Ʉ�5HSRUW�RI�WKH�6SHFLDO�5DSSRUWHXU�RQ�WKH�SURPRWLRQ�DQG�SURWHFWLRQ�RI�WKH�ULJKW�WR�IUHHGRP�RI�RSLQ-
ion and expression, Irene Khan “Disinformation and freedom of opinion and expression” Human Rights 
Council, Forty-seventh session, 21 June–9 July 2021 (A/HRC/47/25) at para 91.
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moderation practices. Equally, a range of competitors will be subject to the same 
compliance and reporting obligations, meaning that market participants are not pe-
nalised for adopting virtuous reporting practices by comparison with their compet-
itors. 

• (PSRZHU�SODWIRUPV�WR�UHVLVW�XQMXVWLȴHG�DOOHJDWLRQV�PDGH�E\�LQGLYLGXDOV��1*2V�RU�
States. Some commentators have pointed to the way that content moderation ed-
itorial stories or lapses in content moderation systems are a convenient source of 
news for journalists. Equally, platform CEOs are being compelled to attend investi-
gative hearings by politicians and being asked about individual content moderation 
decisions and whether they will take unilateral executive action in response, when 
in many cases, it is preferable to leave such decisions to appropriate decision-mak-
ing processes. Equally, non-government organisations, researchers and academics 
must currently speculate about what the platforms are or are not doing: transpar-
HQW�DXGLWDEOH�UHSRUWLQJ�ZRXOG�KDYH�WKH�H΍HFW�RI�SURYLGLQJ�DQ�HYLGHQFH�EDVH�ZKLFK�
supports the concerns being raised or does not. 

• Importantly however, regulation of this minimises the risk that States are empow-
ered against individuals, so long as privacy-preserving practices are adopted. Free-
dom of expression is a grey area, whereas privacy is an area of law and technological 
practice that is very well-examined across a range of subject areas. Reporting at a 
system level ought to be able to be done, in most cases, in a manner that preserves 
individual privacy.  

Notably, transparency and reporting regimes are an essential enforcement mechanism 
for some human rights instruments. Passing regulation that implements such regimes 
IRU� FRQWHQW�PRGHUDWLRQ�E\�SODWIRUPV�DUH� WKHUHIRUH� UHȵHFWLYH�RI�PRGHUQ�KXPDQ� ULJKWV�
practice. Recent human rights instruments such as the United Nations Convention on the 
Rights of Persons with Disabilities, for example, create obligations on states to collect sta-
tistical data that illustrates the extent of their own compliance with the Convention.91 The 
Committee on the Rights of Persons with Disabilities also invites “shadow reports” from 
NGOs and disabled people to enable independent criticism of states’ self-reports on their 
compliance. An important reason for obliging states to collect such data is to empower in-
dividuals with disabilities to use that data to illustrate how states are non-compliant with 
human rights instruments in domestic and international fora. 

In our opinion, the best regulatory approach is to standardise the metrics for content 
moderation, and requires those metrics to be made public. Obligations should also be put 
RQ�SODWIRUPV�WR�UHSRUW�RQ�WKHLU�FRQWHQW�PRGHUDWLRQ�H΍RUWV�LQ�OLQH�ZLWK�WKHVH�VWDQGDUGLVHG�
metrics.92 This will generate a basis for future regulatory action, if required. This evidence 
base will also assist to take discussions about regulation from anecdotal case-based 
insights, to broader evidence-based insights at a system level. There remains a risk that 
reporting on content moderation may raise issues for individual privacy, but these are well 
known issues that can be navigated, managed, or largely avoided with the right approach. 

���Ʉ United Nations Convention on the Rights of Persons with Disabilities (3 May 2008) Article 31. 
“States Parties undertake to collect appropriate information, including statistical and research data, to 
HQDEOH�WKHP�WR�IRUPXODWH�DQG�LPSOHPHQW�SROLFLHV�WR�JLYH�H΍HFW�WR�WKH�SUHVHQW�&RQYHQWLRQ��Ȑ�7KH�LQIRU-
mation collected in accordance with this article shall be disaggregated, as appropriate, and used to help 
assess the implementation of States Parties’ obligations under the present Convention …”.

���Ʉ�7KHUH�DUH�VRPH�LQGLFDWLRQV�WKDW�WKLV�DSSURDFK�LV�EHLQJ�SXUVXHG�LQ�UHJXODWRU\�DSSURDFKHV��DO-
WKRXJK�DW�WKLV�VWDJH�LQ�UHODWLRQ�WR�DG�WDUJHWLQJ�RQO\��Ȇ/DZPDNHUV�:DQW�WR�)RUFH�%LJ�7HFK�WR�*LYH�5H-
searchers More Data’ (Protocol — The people, power and politics of tech, 20 May 2021) <https://www.
protocol.com/policy/social-media-data-act>.
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SANTA CLARA PRINCIPLES
If the investor group is minded to advocate for regulation which imposes transparency re-
SRUWLQJ�REOLJDWLRQV��WKHQ�WKH�6DQWD�&ODUD�SULQFLSOHV�PD\�SURYLGH�VRPH�VSHFLȴFLW\�WR�ZKDW�
FDQ�EH�EURDG�DQG�QRQ�VSHFLȴF�FDOOV�IRU�JUHDWHU�WUDQVSDUHQF\�

ΖQ� DQ�H΍RUW� WR� LQȵXHQFH� WKH� WUDMHFWRU\�RI� VWDWH�EDVHG�DQG� LQWHUQDWLRQDO� ODZ� UHJXODWRU\�
initiatives, groups of interested parties sometimes collaborate on statements of principle 
about a particular issue. These bodies of principle are not binding on anyone, but they 
GR�IRUP�LQȵXHQWLDO� IRXQGDWLRQV�IRU�UHJXODWRU\�GLVFXVVLRQV��DQG�SRLQWV�RI�DJUHHPHQW�RU�
departure between interested organisations. In 2018, a group of institutions and individu-
als with authority in this area met to discuss content moderation at scale. They produced 
three principles (the Santa Clara principles) on how content moderation should occur.

1� Numbers� “Companies should publish the numbers of posts removed and ac-
counts permanently or temporarily suspended due to violations of their content 
guidelines.”

2� Notice� “Companies should provide notice to each user whose content is taken 
down or account is suspended about the reason for the removal or suspension.”

3� Appeal� “Companies should provide a meaningful opportunity for timely appeal 
of any content removal or account suspension.”

6XFK�VWDWHPHQWV�RI�SULQFLSOH�FDQ�LQȵXHQFH�UHJXODWLRQ�E\�EHLQJ�WDNHQ�LQWR�DFFRXQW�E\�MXGL-
cial bodies, political bodies, or multilateral institutions such as the United Nations.93 The 
statements of principle gain authority when authoritative people or institutions support 
them – relevant signatories here include the following:

• 7KH�$PHULFDQ�&LYLO�/LEHUWLHV�8QLRQ�)RXQGDWLRQ�RI�1RUWKHUQ�&DOLIRUQLD

• The Center for Democracy and Technology

• The Electronic Frontier Foundation

• New America’s Open Technology Institute

• )RXU�LQȵXHQWLDO�DFDGHPLF�ZULWHUV��ΖULQD�5DLFX��1LFRODV�6X]RU��6DUD\�0\HUV�:HVW�DQG�
Sarah T Roberts). Notably, Suzor is now a member of the Oversight Board set up by 
Facebook.

The Santa Clara principles provide a useful illustration of the kind of information that 
should be disclosed for content moderation to be adequately transparent. The principles 
say the following minimum information should be disclosed “in a regular report, ideally 
quarterly, in an openly licensed, machine-readable format”: 

• 7RWDO�QXPEHU�RI�GLVFUHWH�SRVWV�DQG�DFFRXQWV�ȵDJJHG�

• Total number of discrete posts removed and accounts suspended.

• 1XPEHU�RI�GLVFUHWH�SRVWV�DQG�DFFRXQWV�ȵDJJHG��DQG�QXPEHU�RI�GLVFUHWH�SRVWV�UH-
moved and accounts suspended, by category of rule violated.

• 1XPEHU� RI� GLVFUHWH� SRVWV� DQG� DFFRXQWV� ȵDJJHG�� DQG� QXPEHU� RI� GLVFUHWH� SRVWV�

���Ʉ�7KH�81�6SHFLDO�5DSSRUWHXU�IRU�IUHHGRP�RI�H[SUHVVLRQ�KDV�UHFRPPHQGHG��IRU�H[DPSOH��WKDW�
FRPSDQLHV�DGRSW�ȊLQGXVWU\�VSHFLȴF�JXLGHOLQHV�GHYHORSHG�E\�FLYLO�VRFLHW\�Ȑ�DQG�RWKHUVȋ�DV�D�EDVHOLQH�
approach for protecting freedom of expression. Above, A/HRC/38/35 at para 70.
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removed and accounts suspended, by format of content at issue (e.g., text, audio, 
image, video, live stream).

• 1XPEHU�RI�GLVFUHWH�SRVWV�DQG�DFFRXQWV�ȵDJJHG��DQG�QXPEHU�RI�GLVFUHWH�SRVWV�UH-
PRYHG�DQG�DFFRXQWV�VXVSHQGHG��E\�VRXUFH�RI�ȵDJ��H�J���JRYHUQPHQWV��WUXVWHG�ȵDJ-
JHUV��XVHUV��GL΍HUHQW�W\SHV�RI�DXWRPDWHG�GHWHFWLRQ��

• 1XPEHU�RI�GLVFUHWH�SRVWV�DQG�DFFRXQWV�ȵDJJHG��DQG�QXPEHU�RI�GLVFUHWH�SRVWV�UH-
PRYHG�DQG�DFFRXQWV�VXVSHQGHG��E\�ORFDWLRQV�RI�ȵDJJHUV�DQG�LPSDFWHG�XVHUV��ZKHUH�
apparent).

The principles are a useful starting point for understanding the kinds of information that 
civil society actors expect the platforms to disclose in order to be transparent.

Non-state regulatory measures to consider
As discussed, because of the risks that state use of legislation may pose to human rights, 
it is worth considering whether non-legislative regulatory measures that are less subject 
to control by states are preferable. We provide some examples below of the way that 
non-legislative regulatory measures can be useful.

PLATFORMS REGULATE THEIR SERVICES THROUGH CONTENT 
MODERATION
The services provided by large platforms are highly regulated information environments. 
Within these, platforms are constantly controlling what opinion and information their 
users are allowed to share and receive, even while they may give their users the impres-
VLRQ� WKDW� WKH\�GR�QRW��7KLV� LV�D�ȴUVW�RUGHU� IRUP�RI� UHJXODWLRQ�RQ�FRQWHQW��7KH\�GR� WKLV�
through a combination of written rules and policies, algorithms, and enforcement actions. 
The major internet platforms tend to have highly nuanced and comprehensive rulesets 
about what content may be uploaded, shared, and accessed on their services – though 
there is variation in these rules across the platforms and there is some concern about the 
consistency and reliability of the processes followed to apply these content rules. 

As such, there is no question that content on the major social media platforms is already 
highly regulated. As a matter of fact, content moderation is their core business activity. 
This is best summarised by Gillespie as follows:94

… platforms do, and must, moderate the content and activity of users, using some logis-
tics of detection, review, and enforcement. Moderation is not an ancillary aspect of what 
SODWIRUPV�GR��ΖW�LV�HVVHQWLDO��FRQVWLWXWLRQDO��GHȴQLWLRQDO��1RW�RQO\�FDQ�SODWIRUPV�QRW�VXUYLYH�
without moderation, they are not platforms without it. Moderation is there from the begin-
ning, and always; yet it must be largely disavowed, hidden, in part to maintain the illusion 
of an open platform and in part to avoid legal and cultural responsibility. Platforms face 
what may be an irreconcilable contradiction: they are represented as mere conduits and 
they are premised on making choices for what users see and say. Looking at moderation in 
this way should shift our view of what social media platforms really do: from transmitting 
what we post, to constituting what we see. There is no position of impartiality. Platform 
moderators pick and choose all the time, in all sorts of ways. Excluding porn or threats or 
violence or terrorism is just one way platforms constitute the social media product they 

���Ʉ�*LOOHVSLH��7DUOHWRQ��&XVWRGLDQV�RI�WKH�ΖQWHUQHW��<DOH�8QLYHUVLW\�3UHVV��.LQGOH�(GLWLRQ�
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are generating for the audience. The persistent belief that platforms are open, impartial, 
and unregulated is an odd one, considering that everything on a platform is designed and 
orchestrated.

THE CHRISTCHURCH CALL AND EFFECTIVE MEASURES IDENTIFIED IN 
PART 1
The Christchurch Call is a form of regulatory response which does not rely on the coer-
cive force of legislation at the nation-state level. A foundational principle of the Christ-
church Call is that it is voluntary. The Christchurch Call exists at a diplomatic level between 
QDWLRQ�VWDWHV�DQG�WHFKQRORJ\�FRPSDQLHV��ΖW�LV�H΍HFWLYHO\�D�VWDWHPHQW�RI�SULQFLSOH�ZLWK�D�
comparable status to other statements of principle, such as the Manila and Santa Clara 
principles (discussed below), although enjoying greater weight because of the participa-
tion of nation states and technology companies themselves. There are similar regulatory 
measures relevant to our analysis in Part 1, which include the broader GIFCT organisation 
and Tech Against Terrorism (the partnership between tech companies and the UN Count-
er-Terrorism Executive Directorate).

Increasingly, the Christchurch Call is likely to be invoked by non-state actors seeking to 
resist regulation by nation states and this is likely to test the long term durability of the 
call. Further, nation state signatories will be called upon to condemn actions by other 
nation states, to the extent these are inconsistent with the principles of the Call. When 
the Christchurch Call was negotiated, a group of civil society organisations raised a list of 
concerns about it.95 This list of concerns is a useful resource for the investors in seeking to 
understand the relevant issues. 

ΖQ�WKLV�UHJDUG��WKH�UHVSRQVH�SURWRFROV�ZH�LGHQWLȴHG�LQ�3DUW���DUH�DJDLQ�DQRWKHU�IRUP�RI�
non-law regulatory response founded on partnerships between institutions. The Content 
Incident Protocol is also an example of a coordinated regulatory response that makes use 
of algorithmic tools (the shared hash database) as well as partnership and communica-
tion protocols among the platforms, and with nation states. Broader content moderation 
H΍RUWV�PDGH�E\�WKH�SODWIRUPV�DV�ZHOO�DV�FKDQJHV�WR�WKHLU�SROLFLHV�DQG�LQWHUQDO�SURFHVVHV�
can also fairly be described as regulatory responses, even if they are not reliant on the 
legal authority of nation states. 

OVERSIGHT BOARD (FACEBOOK)
The UN Special Rapporteur for freedom of expression, having comprehensively reviewed 
the issues created by state regulation of social media platform, has called for an entity 
that would develop case law and act as a kind of “social media council” for elucidating how 
platforms are applying their content moderation policies:96

The companies are implementing “platform law”, taking actions on content issues without 
VLJQLȴFDQW�GLVFORVXUH�DERXW�WKRVH�DFWLRQV��ΖGHDOO\��FRPSDQLHV�VKRXOG�GHYHORS�D�NLQG�RI�FDVH�
law that would enable users, civil society and States to understand how the companies 
interpret and implement their standards. While such a “case law” system would not involve 
the kind of reporting the public expects from courts and administrative bodies, a detailed 
repository of cases and examples would clarify the rules much as case reporting does. A 

���Ʉ See Civil Society PoVLWLRQV�RQ�&KULVWFKXUFK�&DOO�3OHGJH��DYDLODEOH�DW��KWWSV���ZZZ�H΍�RUJ�
ȴOHV������������FRPPXQLW\BLQSXWBRQBFKULVWFKXUFKBFDOO�SGI!�

���Ʉ�$ERYH��$�+5&�������DW�SDUD����
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social media council empowered to evaluate complaints across the ICT sector could be a 
credible and independent mechanism to develop such transparency.

In 2019, Facebook announced it would establish an “Oversight Board”, which we say close-
ly resembles the kind of social media council endorsed by the Special Rapporteur. We 
have seen little recognition in public discussions of the way that the Oversight Board can 
be traced to human rights conclusions by a UN Special Rapporteur and we think this 
should be given greater weight when it comes to assessing the suitability of the Oversight 
Board as a regulatory solution.

The relevant features of the Oversight Board are as follows.97

• The Board’s operations are framed by a founding charter, dated September 2019.

• The Board’s founding charter requires the Board to consider its previous decisions 
DV�EHLQJ�RI�ELQGLQJ�H΍HFW��LQ�D�VLPLODU�ZD\�WR�D�&RXUW��7KH�%RDUG�LV�UHTXLUHG�WR�H[-
plain its decisions in writing.

• The Board is also tasked with making policy recommendations, in a way that a strict-
ly legalistic Court would not. Facebook can seek these directly from the Board, or the 
Board can make such recommendations in the course of its decisions.

• The Board can seek information from Facebook to assist the Board to make deci-
sions and make recommendations, although to date Facebook has been resistant to 
complying with many of these requests for information.

• The Boards’ members must number no less than 11 and are anticipated to reach 
around 40. The members enjoy a 3-year term and current members include people 
ZLWK� KLJKO\� SUHVWLJLRXV� TXDOLȴFDWLRQV� DQG� H[SHULHQFH� DFURVV� KXPDQ� ULJKWV�� ODZ��
policy, journalism, and academia. 

• The intent of the Board is that it should refrain from implementing domestic laws 
by nation states when making its decisions. This meant, for example, in relation 
to the Board’s decision about Facebook’s suspension of President Trump, that the 
US Constitution was not directly relevant. Observers have speculated that this may 
amplify the strength of countries’ reactions when Facebook acts against domestic 
authoritarian or extremist leaders within States. 

• The charter requires the Board to have regard to the following sources of guidance, 
principle or law in making its decisions and recommendations:

o Facebook’s values

o Facebook’s content policies

o Any prior board decisions “when the facts, applicable policies, or other factors 
are substantially similar”

o Human rights norms protecting free expression 

• The Oversight Board is funded by an endowment made by Facebook, so its funding 
is not contingent on Facebook’s continued approval. 

• The broad plan is that the Oversight Board could perform the same function that it 
does for Facebook for other platforms too.

���Ʉ�.H\�SRLQWV�GUDZQ�IURP�WKH�%RDUGȇV�IRXQGLQJ�FKDUWHU�DW��KWWSV���RYHUVLJKWERDUG�FRP�JRYHU-
nance/>.
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The Oversight Board’s charter states that the Board’s resolutions of each case:98 

… will be binding and Facebook will implement it promptly, unless implementation of a 
UHVROXWLRQ�FRXOG�YLRODWH�WKH�ODZ��ΖQ�LQVWDQFHV�ZKHUH�)DFHERRN�LGHQWLȴHV�WKDW�LGHQWLFDO�FRQ-
tent with parallel context — which the board has already decided upon — remains on 
Facebook, it will take action by analyzing whether it is technically and operationally feasi-
ble to apply the board’s decision to that content as well. When a decision includes policy 
guidance or a policy advisory opinion, Facebook will take further action by analyzing the 
operational procedures required to implement the guidance, considering it in the formal 
policy development process of Facebook, and transparently communicating about actions 
taken as a result.

In a number of the Board’s decisions, it has turned to human rights doctrine and United 
Nations-related instruments in order to provide guidance for how it should make its own 
decisions. In the Trump decision, for example, it applied the Rabat Plan of Action’s six-part 
threshold test for assessing whether freedom of expression should be restricted on the 
basis of incitement to hatred or violence.99

Some have framed the Board as a relatively self-interested attempt at self-regulation by 
)DFHERRN�LQ�RUGHU�WR�VWDYH�R΍�UHJXODWLRQ�E\�VWDWHV��EXW�WR�UHGXFH�LW�WR�WKLV�SXUSRVH�ZRXOG�
be a mistake. That is because it would fail to account for the way that the Oversight Board 
is in many ways a suitable or even desirable broad solution to the issue of content mod-
eration regulation. It also overlooks the fact that state-level regulation is complex, should 
not be rushed, and does not yet exist in many cases. Non-state regulation like the Over-
VLJKW�%RDUG�KDV�WKH�EHQHȴW�RI�PRYLQJ�PXFK�IDVWHU�DQG�DOORZLQJ�IRU�ȵH[LELOLW\�LQ�RSHUDWLRQV�
as the Board’s practice evolves. 

There is a complex and important body of commentary on why the Oversight Board is 
limited as a regulatory response, but we think many of these criticisms can be dealt with 
over time as the practice and procedure of the Board develops. In any event, the em-
inence of the people appointed to membership of the Board, the long duration of the 
available funding, and the comparative absence of any alternative body which applies 
KXPDQ�ULJKWV�LQVWUXPHQWV�WR�R΍HU�ERWK�OHJDO�DQG�SROLF\�JXLGDQFH�WR�SODWIRUP�FRPSDQLHV��
means that the Oversight Board will endure for the foreseeable future.

There is ample indication that the Oversight Board plans to use its position to procure 
more detailed information from Facebook about how its products operate, consistent 
with our overall conclusions that good regulation would start by inducing greater trans-
parency and reporting. The Oversight Board has already asked Facebook to answer some 
WRXJK�TXHVWLRQV��DQG�LW�UHFRPPHQGHG�ȊDQ�RSHQ�UHȵHFWLRQ�RQ�WKH�GHVLJQ�DQG�SROLF\�FKRLF-
es … that may enable its platform to be abused” in relation to the events of 6 January 2021 
at the US Capitol. 

In a similar vein, the Board has recommended that Facebook make its data open to inves-
tigators and accountability mechanisms for any situation where “grave violations of inter-
national criminal, human rights and humanitarian law” are being investigated or prose-
cuted, consistent with our overall recommendation that transparency-oriented regulation 

���Ʉ�2YHUVLJKW�%RDUG�FKDUWHU��DUW���

���Ʉ�ΖW�LV�DSSDUHQW�WKDW�)DFHERRN�FRQWULEXWHG�WR�WKH�IRUPXODWLRQ�RI�5DEDW�SODQ��ZKLFK�KDV�EHHQ�FLWHG�LQ�
a range of international human rights instruments. See Trump Oversight Board decision 2021-001-FB-
FBR at p 30.
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is best practice at this stage in the platform regulation trajectory:100

Facebook has a responsibility to collect, preserve and, where appropriate, share infor-
mation to assist in the investigation and potential prosecution of grave violations of in-
ternational criminal, human rights and humanitarian law by competent authorities and 
accountability mechanisms. Facebook’s corporate human rights policy should make clear 
the protocols the company has in place in this regard. The policy should also make clear 
how information previously public on the platform can be made available to researchers 
conducting investigations that conform with international standards and applicable data 
protection law.

In its decision on Facebook’s decision to suspend President Trump, the Oversight Board 
sought a range of information from Facebook to help inform its decision, which indicates 
the kind of information that transparency requirements might impose on content mod-
eration platforms:101

In this case, the Board asked Facebook 46 questions, and Facebook declined to answer 
seven entirely, and two partially. The questions that Facebook did not answer included 
questions about how Facebook’s news feed and other features impacted the visibility of 
Mr Trump’s content; whether Facebook has researched, or plans to research, those design 
decisions in relation to the events of January 6, 2021; and information about violating con-
tent from followers of Mr. Trump’s accounts. The Board also asked questions related to the 
VXVSHQVLRQ�RI�RWKHU�SROLWLFDO�ȴJXUHV�DQG�UHPRYDO�RI�RWKHU�FRQWHQW��ZKHWKHU�)DFHERRN�KDG�
EHHQ�FRQWDFWHG�E\�SROLWLFDO�RɝFHKROGHUV�RU�WKHLU�VWD΍�DERXW�WKH�VXVSHQVLRQ�RI�0U��7UXPSȇV�
accounts; and whether account suspension or deletion impacts the ability of advertisers to 
target the accounts of followers. Facebook stated that this information was not reasonably 
required for decision-making in accordance with the intent of the Charter; was not tech-
nically feasible to provide; was covered by attorney/client privilege; and/or could not or 
should not be provided because of legal, privacy, safety, or data protection concerns.

In particular, the Board raised questions about the platform’s design and engineering in 
response to Facebook’s allegations that Trump had abused its platforms to create a nar-
rative of election interference:

Facebook stated to the Board that it considered Mr. Trump’s “repeated use of Facebook 
DQG�RWKHU�SODWIRUPV�WR�XQGHUPLQH�FRQȴGHQFH�LQ�WKH�LQWHJULW\�RI�WKH�HOHFWLRQ��QHFHVVLWDWLQJ�
repeated application by Facebook of authoritative labels correcting the misinformation) 
UHSUHVHQWHG�DQ�H[WUDRUGLQDU\�DEXVH�RI�WKH�SODWIRUP�ȋ�7KH�%RDUG�VRXJKW�FODULȴFDWLRQ�IURP�
Facebook about the extent to which the platform’s design decisions, including algorithms, 
SROLFLHV��SURFHGXUHV�DQG�WHFKQLFDO�IHDWXUHV��DPSOLȴHG�0U�7UXPSȇV�SRVWV�DIWHU�WKH�HOHFWLRQ�
and whether Facebook had conducted any internal analysis of whether such design deci-
sions may have contributed to the events of January 6. Facebook declined to answer these 
TXHVWLRQV�� 7KLV�PDNHV� LW� GLɝFXOW� IRU� WKH�%RDUG� WR�DVVHVV�ZKHWKHU� OHVV� VHYHUH�PHDVXUHV��
WDNHQ�HDUOLHU��PD\�KDYH�EHHQ�VXɝFLHQW�WR�SURWHFW�WKH�ULJKWV�RI�RWKHUV�

This suggests that, while the Oversight Board proposal as a whole may be desirable, there 
is room for regulatory support for any situation where Facebook is being asked to disclose 
information, but it declines to do so. 

����Ʉ�&DVH�GHFLVLRQ����������)%�)%5�DW�S����
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'HVSLWH� LWV�ZLOOLQJQHVV� WR� DVN�GLɝFXOW� TXHVWLRQV�RI� )DFHERRN�� WKH�2YHUVLJKW�%RDUG�KDV�
also explicitly directed Facebook to “resist pressure” from governments to silence political 
opposition.102

Restrictions on speech are often imposed by or at the behest of powerful state actors against 
dissenting voices and members of political oppositions. Facebook must resist pressure from 
governments to silence their political opposition. When assessing potential risks, Facebook 
should be particularly careful to consider the relevant political context. In evaluating politi-
FDO�VSHHFK�IURP�KLJKO\�LQȵXHQWLDO�XVHUV��)DFHERRN�VKRXOG�UDSLGO\�HVFDODWH�WKH�FRQWHQW�PRG-
HUDWLRQ�SURFHVV�WR�VSHFLDOL]HG�VWD΍�ZKR�DUH�IDPLOLDU�ZLWK�WKH�OLQJXLVWLF�DQG�SROLWLFDO�FRQWH[W�
DQG�LQVXODWHG�IURP�SROLWLFDO�DQG�HFRQRPLF�LQWHUIHUHQFH�DQG�XQGXH�LQȵXHQFH��7KLV�DQDO\VLV�
VKRXOG� H[DPLQH� WKH� FRQGXFW�RI�KLJKO\� LQȵXHQWLDO�XVHUV�R΍� WKH� )DFHERRN�DQG� ΖQVWDJUDP�
platforms to adequately assess the full relevant context of potentially harmful speech. Fur-
ther, Facebook should ensure that it dedicates adequate resourcing and expertise to assess 
ULVNV�RI�KDUP�IURP�LQȵXHQWLDO�DFFRXQWV�JOREDOO\�

����Ʉ�&DVH�GHFLVLRQ����������)%�)%5�DW�S����
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CONCLUDING COMMENTS ON 
REGULATION
$V�D�ZKROH��ZH�DUH�SHUVXDGHG�E\�WKH�ZHLJKW�RI�H[SHUW�FULWLFLVP�WKDW�WKH� OLNHO\�H΍HFW�RI�
the current regulatory trajectory is highly concerning from a human rights perspective. 
Much of the proposed legislation creates compliance requirements which demonstrate 
that regulators believe content moderation is a simple rather than complex exercise; that 
accurate moderation at scale is possible within exceedingly short timeframes; and that 
automation can accurately and safely achieve this. None of this is correct. 

There is a risk that “human rights” can be framed by states and by anti-platform advo-
cates as being idealistic or inconvenient barriers to be avoided or overcome. By contrast, 
WKH\�PXVW�EH�VHHQ�DV�HVVHQWLDO�SURWHFWLYH�OLPLWDWLRQV�IRU�KXPDQ�GLJQLW\�DQG�ȵRXULVKLQJ��
Human rights instruments and human rights law contain within them acceptable and pro-
portionate ways to limit and balance human rights, but limiting human rights in this way 
should not be confused as avoiding or abandoning an overall commitment to a human 
rights approach.

&RQWHQW�VSHFLȴF�UHJXODWLRQ�DSSURDFKHV�UDLVH�D�KRVW�RI�SUDFWLFDO�DQG�OHJDO�LVVXHV��ΖW�ZLOO�WDNH�
WLPH�WR�DVVHVV�ZKDW�H΍HFWV�DQ\�RI�WKLV�FRQWHQW�VSHFLȴF�UHJXODWLRQ�ZLOO�KDYH��2QH�IHDWXUH�
RI�DQ\�OHJLVODWLRQ�WKDW�LPSRVHV�FRQWHQW�VSHFLȴF�REOLJDWLRQV�LV�WKDW�LW�UHTXLUHV�VLJQLȴFDQW�
amounts of discretion, judgement, and the balancing of competing factors. That means its 
merits can only be assessed after it has been operational for a reasonable period of time. 

Given the risk to individual human rights created by partnerships between platforms’ dig-
ital infrastructure and the state’s power, one insight we have taken from our research is 
that there are principled merits to non-state approaches to the regulation of expression. 
7KH�SULPDU\�EHQHȴW�RI�QRQ�VWDWH�UHJXODWRU\�PHDVXUHV�LV�WKDW�WKH\�OHDYH�ȴQDO�DXWKRULW\�IRU�
determining what is permissible and impermissible expression to bodies other than the 
state. In this regard, the Oversight Board, established by Facebook, is a regulatory inter-
vention for dealing with content moderation issues that deserves a fair chance. 

States should limit themselves to intervening only in content which is already illegal, such 
as incitement to violence, threats of violence, or discrimination. States should resist the 
temptation to attempt to create a completely “safe” online environment without carefully 
GHȴQLQJ�ZKDW�WKH\�PHDQ�E\�ȊVDIHW\ȋ��DQG�FRQVLGHULQJ�WKH�QHFHVVLW\��SURSRUWLRQDOLW\��DQG�
legality of their interventions to restrict freedom of expression in the name of the safety 
RI�RWKHUV��$OO�VXFK�LQWHUYHQWLRQV�UHTXLUH�FOHDU�DQG�GHPRQVWUDEOH�MXVWLȴFDWLRQ�XVLQJ�LQWHU-
ventions which are capable of being reasonably understood and responded to by users, 
platforms, and governments. 

It is important to take a long-term view when it comes to assessing how content mod-
eration is regulated. One crucial dynamic to bear in mind is the way that freedom of ex-
pression is a right that protects individuals’ ability to draw public attention to breaches of 
other human rights, including fundamentals like the right to life, the right to participate in 
public life and vote, the right to practice religious beliefs, the right against arbitrary deten-
tion, and the right to refuse medical treatment. The platforms add a novel dynamic to the 
interaction between States and individuals when it comes to freedom of expression. That 
is because they are digital infrastructures for moderating content that create bottlenecks 
for human interaction the likes of which human society has never seen. In this regard, 



72

it is essential to consider the way that, once legal powers to control these platforms are 
handed to states, the mechanisms for raising awareness about how that technology is 
DEXVHG�DUH�DOVR�VXSSUHVVHG��7KLV�FRXOG�KDYH�D�FDVFDGLQJ�H΍HFW�RYHU�WLPH�ZKLFK�PXVW�EH�
anticipated.  

We think it is unrealistic to suggest that no form of algorithmic monitoring will be used 
to moderate content, particularly given the scale of the platforms. As such, regulation 
should reasonably anticipate the use of algorithmic monitoring systems. However, regu-
lation should not assume that these systems will be accurate without human oversight. It 
should also not assume that they are always reliable. Regulation should anticipate the fact 
that imposing harsh penalties on platforms for failing to remove content rapidly will lead 
to heavier reliance on algorithmic systems, and the weighting of these systems toward 
over-removal (false positive) rather than under-removal (false negative) of content. 
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APPENDIX: ABOUT BRAINBOX AND 
ITS ROLE IN THIS PROJECT
Brainbox is an independent consultancy and think tank based in New Zealand, which spe-
cialises in issues at the intersection of technology, politics, law and policy. Brainbox and its 
key personnel have prepared funded legal research reports and advice on the following 
subjects:

• The implementation of the law in digital systems and the representation and im-
SOHPHQWDWLRQ�RI�OHJDO�LQVWUXPHQWV�LQ�PDFKLQH�H[HFXWDEOH�ODQJXDJHV��/HJLVODWLRQ�DV�
Code);

• The use of algorithmic methods to analyse written decisions by judicial bodies and 
the policy implications of this, including methods of enhancing access to primary 
legal materials (Judgments as Data);

• The relationship between concepts of “trust” and “automated decision-making”, to 
support a wider research programme by the Digital Council for Aotearoa (Trust and 
Automated Decision Making);

• The legal implications of emerging technologies that create highly convincing but 
unreliable audio-visual media and how the New Zealand legal system deals with 
potentially harmful audio-visual content (Deepfakes and synthetic media);

• The policy implications of misinformation and disinformation, including attempts to 
regulate the creation and distribution of such information; 

• A range of research investigations into health and disability policy, including how 
KXPDQ�ULJKWV�LQVWUXPHQWV�GR�RU�GR�QRW�LQȵXHQFH�VXFK�SROLF\��UHSRUWV�RQ�DFFHVVLELO-
ity, access to justice and human rights).

Brainbox’s brief was to apply its expertise in this and related subjects in order to reach 
FRQFOXVLRQV�DQG�SURYLGH�NH\�LQVLJKWV�WR�WKH�JURXS�RQ�WKH�WZR�NH\�TXHVWLRQV�LGHQWLȴHG�LQ�
parts 1 and 2. Brainbox’s role has not been to provide advice or recommendations to the 
group, whose members each have their own priorities and obligations when it comes to 
responsible investment practices and their relationships with the platform companies. 

In this report, we limit our comments to the questions set out in the brief and aim to share 
insights to support the investor group to make its own decisions and recommendations. 
This includes any advocacy activity the group wishes to engage in with the platform com-
panies or with state-level regulators. This report gives the investor group a basis from 
ZKLFK�WR�DVVHVV�WKH�OLNHO\�LPSOLFDWLRQV�DQG�WUDGH�R΍V�RI�DQ\�UHFRPPHQGDWLRQV�WKH\�ZLVK�
to make.
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APPENDIX: EXPLAINING SCOPE OF 
ASSESSMENT IN PART 1
EXCLUDING QUESTIONS OF WHAT CAUSED THE REAL WORLD VIOLENCE
ΖW�LV�SRVVLEOH�WKDW�WKH�SURGXFWV�R΍HUHG�E\�WKH�SODWIRUPV�ZHUH�D�FDXVH�RI�WKH�SK\VLFDO�YL-
olence on 15 March to the extent that they were used to radicalised the individual and 
persuaded or inspired him to commit a violent act. They may also be contributing to real 
world violence elsewhere. We note that:

• The shooter self-reported that content he consumed on YouTube had an inspira-
WLRQDO�H΍HFW��7KH�5HSRUW�RI�WKH�5R\DO�&RPPLVVLRQ�GRHV�QRW�UXOH�RXW�WKDW�FRQWHQW�DF-
FHVVHG�YLD�<RX7XEH�PD\�KDYH�KDG�D�UDGLFDOLVLQJ�H΍HFW�RQ�WKH�&KULVWFKXUFK�WHUURULVW��

• There are empirical studies that examine the way that YouTube’s recommendation 
algorithms recommend terrorist or extremist content. One study concluded that 
in 2016 the recommendation algorithm may have recommended such content, al-
though by 2020 this situation was improved.103 

• The genesis of the shared hash database now managed by GIFCT came after a series 
of terror attacks in 2015-2016 which were thought to have been inspired by online 
propaganda from ISIS intended to inspire lone actor attacks. This led to the EU Code 
of Conduct on Illegal Hate Speech and the auditing mechanisms under that instru-
ment, and then to the founding of GIFCT in early 2017.

• It is important to note that, while YouTube is targeted most often when it comes to 
allegations of radicalisation, the Royal Commission also describes behaviour by the 
shooter on Facebook that might reasonably be argued to have contributed to his 
radicalisation to extremist views and to violence, and there is an extensive history of 
scholarship on the role of Twitter in spreading ISIS propaganda, which has as one of 
its goals the recruitment of future lone actor terrorists.

We initially attempted to separate what happened in the 15 March terror attacks into 
EURDGO\�ȆRQOLQHȇ�DQG�ȆRɞLQHȇ�FRPSRQHQWV��7KH�RɞLQH�FRPSRQHQWV�ZRXOG�LQFOXGH�WKH�UH-
al-world violence and the online components would include the objectionable audio-vi-
sual content, as well as other aspects of the event that were internet-based. This would 
DOORZ�XV�WR�VHSDUDWHO\�H[DPLQH�WKH�SODWIRUPVȇ�FRQWULEXWLRQV�WR�ERWK�WKH�RQOLQH�DQG�RɞLQH�
components of the attack.

:H�FRQFOXGHG� WKDW� WKH�GLYLVLRQ�EHWZHHQ� WKHVH� WZR�FDWHJRULHV�DW� WLPHV�ZDV�GLɝFXOW� WR�
maintain. In particular, there is a plausible relationship between the dissemination of 
online material produced during an attack and the consequent inspiration of future phys-
ical attacks, which then lead to further online content.104 

����Ʉ�0XUWK\�'��Ȇ(YDOXDWLQJ�3ODWIRUP�$FFRXQWDELOLW\��7HUURULVW�&RQWHQW�RQ�<RX7XEHȇ�>����@�$PHULFDQ�
Behavioral Scientist 0002764221989774.

����Ʉ�7KLV�FDQ�EH�VHHQ�LQ�WKH�VKRRWHUȇV�DOOXVLRQV�WR�$QGHUV�%UHLYLN��DV�ZHOO�DV�LQ�VXEVHTXHQW�DWWDFNHUVȇ�
allusions to the events of 15 March 2019.



75

However, we have excluded the question of the platforms’ contribution to the real world 
violence on 15 March (as distinct from the online components of the attack). There are 
several reasons for this:

• Practically speaking, the contribution of social media platforms to radicalisation and 
radicalisation to violence is a growing body of empirical research which is beyond 
the scope of this project.

• Radicalisation is not the same as radicalisation to violence. While many people 
access radical content (including some videos hosted on YouTube), and some of 
these people develop radical beliefs, a comparatively smaller number go on to 
commit violent acts like the March 15 attacks. The Report of the Royal Commission 
especially noted this, based on its consultation with a range of experts and layper-
sons.

• The Report of the Royal Commission documents a range of factors which likely rad-
icalised the individual, and which may have motivated him to commit violence. As 
VXFK��LW�LV�GLɝFXOW�WR�DFFXUDWHO\�DVVHVV�WKH�GHJUHH�WR�ZKLFK�FRQWHQW�FRQVXPHG�RQ�WKH�
Platforms was more or less causative than these other factors – and subsequently, 
the degree to which the platforms may need to take action to prevent future violent 
events.

The providence supporting the claim that YouTube content was the primary online source 
of radicalisation is the terrorist himself, primarily by way of a claim made in the mani-
festo. There is good reason to view him as an unreliable source. For example, it is well 
documented that the manifesto is riddled with strategic lies, misdirection, and attempts 
to incite further violence. Moreover, the Royal Commission acknowledges that the terror-
ist knew how to conceal his online activity through VPNs, TOR browsing, and encryption, 
meaning that nobody knows the full range of the terrorist’s internet activity. As a result, 
it is plausible that YouTube played a lesser role in his radicalisation than he reports, and 
OHVV�VR�WKDQ�RWKHU�RQOLQH�DQG�RɞLQH�HQYLURQPHQWV�� ΖW� LV�SODXVLEOH�WKDW�WKH�WHUURULVW�KDV�
an ulterior motive in singling out YouTube in his radicalisation. For example, he may be 
misdirecting attention away from 4Chan and 8Chan, which regularly host content and 
FRPPXQLFDWLRQV�WKDW�LV�VLJQLȴFDQWO\�PRUH�UDGLFDO�WKDQ�ZKDW�LV�SHUPLWWHG�RQ�<RX7XEH�

EXCLUDING THE SHOOTER’S MANIFESTO
Overall, the brief for this report is directed toward objectionable audio-visual content, 
rather than the terrorist manifesto. This is not the only reason that we have excluded it 
from substantial analysis within this report: 

• The manifesto is a text-based document. Even when in PDF (an image format), it is 
comparatively easy for automated content moderation systems to detect the pres-
ence of the manifesto. This may go some way to explaining why there seems to be 
less concern about its continued availability on the platforms.

• 7KRXJK�REYLRXVO\�GLVWUHVVLQJ�DQG�FODVVLȴHG�DV�REMHFWLRQDEOH�E\�1HZ�=HDODQGȇV�&KLHI�
&HQVRU�� WKH� PDQLIHVWR� LV� D� PDWHULDOO\� GL΍HUHQW� GRFXPHQW� WKDQ� WKH� DXGLR�YLVXDO�
content. It is uncomfortable to describe it as less egregious than the audio-visual 
content, but we cannot avoid noting that it lacks some of the more objectionable 
elements. For example, it is not graphically violent, it does not contain personal 
information about the victims, and it is much less accessible than the audio-visual 
record of the attack.
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• While there is no question that the manifesto is in breach of the voluntary stan-
dards of the platforms, it engages legal questions around balancing limitations on 
the right to convey and access information more than does the objectionable au-
dio-visual content. For example, the manifesto is regularly studied outside of New 
Zealand, and is available within New Zealand by application to the Chief Censor.

In short, there are theoretical reasons why the presence of the manifesto on the plat-
IRUPV�LV�D�TXDOLWDWLYHO\�GL΍HUHQW�PDWWHU�WKDQ�WKH�FRQWLQXHG�SUHVHQFH�RI�WKH�YLGHR�FRQWHQW��
7KHVH�UHDVRQV�LQȵXHQFHG�RXU�VKDUHG�GHFLVLRQ�ZLWK�WKH�LQYHVWRU�JURXS�WR�H[FOXGH�LW�IURP�
the scope of our assessment. 

EXCLUDING OTHER PLATFORMS
The brief narrows focus to Google/YouTube, Facebook, and Twitter. A range of other in-
WHUQHW�SODWIRUPV�DQG�ZHEVLWHV�KDG�VLJQLȴFDQW�UROHV�LQ�UHDFWLQJ�WR�WKH�2&&�ZKLFK�UHODWHG�
to the 15 March attacks, but these fall outside the scope of our assessment. We note 
that a wide range of platforms are joining (or being encouraged to join) the international 
DQG�LQWHU�SODWIRUP�FROODERUDWLYH�H΍RUWV�ZH�GLVFXVV�LQ�WKLV�UHSRUW��7KH�ODUJHU�SODWIRUPV�DUH�
adopting a degree of responsibility for passing on best practice, and access to digital tools 
where appropriate, to aid content moderation practices for the less-resourced platforms. 
The investor group has also chosen to focus on these companies for strategic reasons 
which include: 

• The investors’ view that Facebook, Alphabet and Twitter are the key companies re-
sponsible for the main platforms where the Christchurch videos were distributed in 
a harmful way. 

• They have the widest reach and the ability to make the investment required to mit-
igate spread. 

• 7KH\�DUH�ZHOO�SODFHG�WR�EH�LQȵXHQFHUV�DQG�ȴUVW�PRYHUV�ZLWKLQ�WKH�LQGXVWU\��

EXCLUDING NEW ZEALAND GOVERNMENT AGENCIES
The brief in Part 1 excludes matters relating to government agencies, consistent with the 
investors’ roles as shareholding entities in the platforms. We note that the Report of the 
Royal Commission of Inquiry into the 15 March attacks is focussed almost entirely on the 
role and responsibility of government agencies. We have relied on that report for under-
VWDQGLQJ� WKH�DWWDFNV��:H�GR�SDXVH�WR�QRWH� WKDW� WKH�5R\DO�&RPPLVVLRQ� LGHQWLȴHG�DUHDV�
within government administration that could be improved and might prevent a future 
attack.
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